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1
Overview: Financialization as
Financial Neoliberalism

This book is about financialization, a term that has become popular to
describe developments over the past 30 years within the global econ-
omy, and particularly within developed industrialized economies. Seen
in that light, financialization represents the most recent stage of capitalist
economic development.

Krippner (2004) provides a history of the term “financialization,” and
describes one definition as the dominance of the shareholder value
model of corporate governance. Krippner (2005, p.174) also offers her
own definition as “a pattern of accumulation in which profits accrue
primarily through financial channels rather than through trade and
commodity production.” Epstein (2004, p.3) defines it as “the increas-
ing role of financial motives, financial markets, financial actors and
financial institutions in the operation of the domestic and international
economies.”

A simple alternative definition is that financialization corresponds
to financial neoliberalism which is characterized by domination of
the macro economy and economic policy by financial sector inter-
ests. According to this definition, financialization is a particular form
of neoliberalism. That means neoliberalism is the driving force behind
financialization and the latter cannot be understood without an under-
standing of the former.

1.1 Neoliberalism

Neoliberalism is both a political and economic philosophy (Palley, 2012;
Chapter 2). As a political philosophy, it maintains that a laissez-faire
deregulated market economy is the best way to promote individual
freedom; as an economic philosophy, it maintains that a laissez-faire
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2 Financialization

deregulated market economy is the best way to promote economic
efficiency and economic well-being.

In the language of economists, such market arrangements promote
Pareto optimal outcomes in which it is impossible to make someone bet-
ter off without making someone else worse off. The claim is that resources
are used in a productively efficient way (that is, production takes place at
minimum cost so that it is impossible to produce the existing output at
existing prices using less input), and that all opportunities for mutually
beneficial exchange are used so that no gains from trade are missed. Con-
sequently, it is impossible to either reorganize production or change the
pattern of exchange so as to make people better off. Note, this does not
mean outcomes are fair. The actual outcome will depend on the initial
distribution of resources, and if the initial distribution is unfair the final
outcome will be unfair. The important point is that the final outcome
cannot be improved upon without making someone worse off.

1.2 The special standing of financial markets in
modern neoliberal economics

Neoliberalism elevates the standing of markets which are argued to
coordinate economic activity in an optimal fashion. Moreover, market
behavior is deemed applicable to almost all walks of life. Where markets
exist, the presumption is they should be deregulated, and where markets
do not exist they should be created if possible. The market is viewed as
the pre-eminent institution of social organization and coordination.

Financialization (financial neoliberalism) singles out financial markets
and gives them special elevated standing. First, financial markets are held
up as the ideal market. The claim is financial markets clear continuously
via rapid price adjustment and are stable, and financial prices embody
all economically relevant available information.

Second, financial markets are given a special economic role regarding
the allocation of saving; the promotion of capital accumulation; the real-
location and spreading of risk; and as an instrument of corporate control.
With regard to the allocation of saving, financial markets transfer saving
from surplus economic units (savers) to deficit units (borrowers). This
is the traditional microeconomic interpretation of financial intermedia-
tion. In neoclassical macroeconomics this role is played by the loanable
funds market. The transfer of savings to deficit spending units supposedly
counters the Keynesian problem of deficient aggregate demand. Finan-
cial intermediation, performed by banks and the loanable funds market,
therefore ensures full employment. It also increases growth by allocating



Financial Neoliberalism 3

saving to those who will use the resources most productively and gener-
ate the highest returns. Furthermore, financial intermediation increases
saving and investment as the higher returns earned from lending make
saving more attractive.

Another way in which financial markets increase capital accumulation
and income is through creation of liquid asset markets in which assets are
readily traded and efficiently priced. The existence of liquid asset markets
means that instead of holding unproductive money, economic agents
can direct their income to the accumulation of productive assets that
raise income and growth. They are more willing to accumulate capital
in place of money because they know capital assets can, if needed, be
readily sold and realized at reasonable values.

The existence of liquid asset markets in which assets can be readily
transferred and sold at reasonable values also means that assets can more
easily serve as collateral. Moreover, entrepreneurs are more willing to
pledge assets as collateral because they are more confident that they will
get a fair price should the collateral need to be realized. In this fashion,
liquid asset markets effectively increase the supply of entrepreneurship,
which also increases investment and growth.

Another function of financial markets is the reallocation and spreading
of risk. One way of doing this is via insurance. Traditionally, insurance
has focused on catastrophe insurance, but modern financial markets
expand the scope of insurance through arrangements such as futures
markets that enable producers to hedge income streams and input costs.
The resulting ability to manage risk in turn makes producers more will-
ing to undertake risky productive activity as they can purchase protection
against the additional risk.

Catastrophe, income, and cost insurance have been the traditional
risk management function of financial markets. However, taking the
lead from Markowitz (1959) and Tobin (1958), modern neoclassical
economics emphasizes wealth and income risk reduction via portfolio
management. Liquid financial markets enable economic agents to buy
financial assets with different risk–return properties. By appropriately
combining assets (following the principle of “not putting all one’s eggs
in one basket”) agents can form diversified portfolios that reduce risk.
Such portfolio formation makes agents better off by reducing risk while
holding expected returns constant. That in turn allows them to finance
more productive risky assets relative to what they would be willing to do
in a world without financial portfolios.

Adding new financial assets with different risk–return characteristics
increases the opportunities for efficient portfolio formation. In terms of
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the Arrow–Debreu (1954) state contingent general equilibrium model,
adding new financial assets effectively plugs missing markets by making
available income streams for state outcomes in which income could not
previously be purchased. That expands the set of possible trades, and
enables more risk diversification, again making agents better off. Such
reasoning provides a rationalization for financial innovations that intro-
duce new financial assets, and this rationalization has been invoked to
justify the creation of financial assets such as mortgage-backed securities
(MBS) and collateralized debt obligations (CDO). Such financial innova-
tions also increase the liquidity (tradeability) of financial assets, increase
the ability to collateralize assets, improve risk spreading, and increase
the elasticity of finance for investment.

Lastly, financial markets provide an instrument of corporate control.
Modern corporations are run by managers rather than shareholders,
which creates a principal–agent problem. The core problem is that the
managers (the agent) may not run the corporation in the best interests of
the shareholders (the principal), by failing to maximize the net present
value of the firm. Financial markets can provide a managerial discipline
device by providing a market for control (Jensen and Meckling, 1976).
Thus, where managers are falling short, activist investors can buy stock,
acquire control of the firm, and replace the existing managers with other
managers who run the firm in the best interests of shareholders. This is
the basis of the shareholder value maximization model that Krippner
(2004) defines as financialization.

1.3 The impact of financialization

The era of financialization has been marked by an enormous increase
in the size of the financial sector. The economic justification for this
expansion rests on the types of arguments presented above. The expan-
sion of the financial sector has also been accompanied by significantly
changed income distribution, and Figure 1.1 illustrates the pattern of
change. Gross domestic product (GDP) can be decomposed into cap-
ital’s and labor’s share, and financialization has seen an increase (+)
in capital’s share and a decrease (−) in labor’s share. Labor’s share can
in turn be decomposed into managers’ share (salaries and other forms
of compensation) and non-managers’ share, and financialization has
seen an increase (+) in managers’ share and a decrease (−) in non-
managers’ share. Capital’s share can be broken down into profits and
interest income, and profits can be decomposed into financial sector and
non-financial sector profits. In addition to seeing an increase in capital’s
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Figure 1.1 Financialization and the distribution of income

share and a decrease in labor’s share, the era of financialization has also
seen significant change in the composition of capital’s share, with the
profit share falling and the interest share rising. Furthermore, there has
also been an increase in the financial sector’s share of total profits and a
decrease in the non-financial sector’s share.

Neoliberalism is an ideology of elite interests, and it serves to shift
economic power and income from labor to capital. Financialization rein-
forces this shift and further changes the distribution of income at a more
disaggregated level by increasing the managers’ share of the wage bill,
increasing the share of interest income, and increasing the financial sec-
tor’s share of profit income. These outcomes are the result of profound
changes in the structure of the macro economy, and it is those changes
which are the focus of this book.

The 30 years after World War II can be viewed as the era of Keynes. In
the late 1970s economic policy turned in a neoliberal direction, and
the triumph of neoliberalism is symbolized by the election victories
of Mrs. Thatcher in the UK in 1979 and Ronald Reagan in the USA
in 1980. The Keynesian era economic growth model can be character-
ized as a virtuous circle in which wage growth drove aggregate demand
growth. The key features of the model were full employment combined
with a wage system that tied wage growth to productivity growth. The
logic was as follows. Productivity growth drove wage growth, which
fuelled demand growth and created full employment. That provided an
incentive for investment, which drove further productivity growth. This



6 Financialization

Wage growth

Demand growth

Full employment

Productivity growth Investment

Figure 1.2 The Keynesian era virtuous circle growth model

model is illustrated in Figure 1.2, and it held in one form or another
throughout much of the global economy – the USA, Europe, Canada,
Japan, Australia, Mexico, Brazil, and Argentina.

After 1980 the virtuous circle Keynesian growth model was replaced by
the neoliberal growth model. The key changes were (1) abandonment of
the commitment to full employment, which was replaced by a focus on
low inflation, and (2) severing of the link between wages and productiv-
ity growth. The new growth model made credit and asset price inflation
the engines of demand growth, replacing wage growth as the engine of
demand growth.

The neoliberal economic model weakened the position of workers and
strengthened the position of corporations. It also uncuffed financial mar-
kets to serve the interests of financial and business elites. Reliance on
debt and asset price inflation put financial markets at the center of the
economic process, and hence the notion of financialization or financial
neoliberalism.

Within the new model, finance plays three critical roles. First, it is crit-
ical to the aggregate demand generating process. Second, it is part of the
mechanism for redistributing income between profits and wages. Third,
financial sector interests guide economic policy, shaping regulatory
policy, macroeconomic policy and international economic policy.

The neoliberal model undermined the income and demand genera-
tion process by shifting income from wages to profits and by widening
wage inequality. That created a growing structural aggregate demand
(AD) gap, and the role of finance was to fill that gap. Financial dereg-
ulation, financial innovation, speculation, and fraud enabled finance
to fill the demand gap by lending to consumers and by inflating asset
prices. However, three things should be emphasized. First, this role of
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finance was not part of a grand plan, but was instead an unintended
consequence; neoliberal economists and policymakers did not realize
they were a creating a demand gap, but their laissez-faire financial ide-
ology let loose financial sector developments that accidentally filled the
demand gap. Second, the process was inevitably unstable and always
destined to stall. There are limits to borrowing and limits to asset price
inflation, and every Ponzi scheme comes apart eventually. The problem
is that it is impossible to predict when: all we know is that it will end.
Third, the process went on far longer than anyone expected. As a result,
the collapse was far deeper when it eventually happened in 2008.

When the financial crisis hit in 2008, after considerable delay policy-
makers were successful in stabilizing the system and preventing a second
Great Depression. The 2008 and 2009 bailout of banks and provision
of emergency liquidity put a floor underneath the financial system and
stopped the run (that is, the flight from financial assets) that threatened
to bankrupt the system. Simultaneously, the fiscal stimulus packages of
2009 shored up AD and put a floor underneath the real economy.

These measures stabilized the system but they did not reform the
structure of the economy. The financial crisis of 2008 symbolized the
exhaustion and implosion of the neoliberal model. In the wake of the cri-
sis, financial markets are no longer willing to finance the credit and asset
price excesses that filled the demand gap and drove the system for so
long. Moreover, the economic system is burdened by three major struc-
tural problems. First, there is a debt hangover from past borrowing that
negatively impacts AD. Second, there are the scars of the financial crisis
and recession in the form of destroyed creditworthiness, reduced collat-
eral values, and diminished animal spirits. Third, the economy is still
afflicted by the structural demand gap caused by deteriorated income
distribution. Consequently, the prognosis is one of prolonged economic
stagnation.

1.4 The paradox of explaining financialization

Economic policy has been critical for the implementation of financial
neoliberalism, and economic theory has provided the justification for
economic policy. The expansion of financial markets was approved and
facilitated by policymakers, and their policy actions were justified by
appeal to the types of arguments about the benefits of financial markets
made in Section 1.2.

This introduces a paradoxical twist. Orthodox neoclassical economic
theory provides the justification for financialization, yet the actual real
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world effects of financialization can only be understood through a Key-
nesian economic lens. There is a need to understand neoclassical theory
to understand the arguments of policymakers and their economic policy
choices. However, there is also a need for a different economic theory to
understand the effects of those policy choices.

Financialization involves the domination of the macro economy and
economic policy by financial sector interests. That domination is partly
accomplished through culture and the world of ideas. With regard to cul-
ture, popular US television shows like Jim Cramer’s “Mad Money” that
encourage stock market investing are important in shaping popular atti-
tudes toward financial markets and the economy. Those attitudes in turn
foster political outcomes that promote policies supportive of financial
neoliberalism. With regard to ideas, the domination of financial interests
generates ideas that are supportive of deregulation, the shareholder value
maximization model, business domination of economic policy and poli-
tics, and enhanced social standing of finance. This resonates with Marx’s
characterization of the production of ideas in The German Ideology [1845]:

The ideas of the ruling class are in every epoch the ruling ideas, i.e. the
class which is the ruling material force of society, is at the same time
its ruling intellectual force. The class which has the means of material
production at its disposal, has control at the same time over the men-
tal means of production, so that thereby, generally speaking, those
who lack the means of mental production are subject to it.

To the philosopher of science this makes sense and helps explain the
policy dominance of ideas supportive of financial sector interests. How-
ever, for those brought up on the belief that economics textbooks
provide economic truth, it is disturbing and difficult to grasp. For
economists, it poses the intellectual challenge of modeling an economy
in which the rationalizations of policymakers are at odds with the way
the economy works.

1.5 Structure of the book

Part I of the book explores the macroeconomics of financialization.
Chapters 2 and 3 provide an overview of how financialization affected
the macroeconomic structure of the economy via its impact on income
distribution and debt.

Financialization is a process whereby financial markets, financial insti-
tutions and financial elites gain greater influence over economic policy
and economic outcomes. The result is to transform the functioning of



Financial Neoliberalism 9

economic system at both the macro and micro levels. The principal
impacts are to (1) elevate the significance of the financial sector rela-
tive to the real sector, (2) transfer income from the real sector to the
financial sector, and (3) increase income inequality and contribute to
wage stagnation.

Financialization operates through three different conduits: changes in
the structure and operation of financial markets; changes in the behavior
of non-financial corporations, and changes in economic policy. Coun-
tering financialization calls for a multi-faceted agenda that (1) restores
policy control over financial markets, (2) challenges the neoliberal eco-
nomic policy paradigm, (3) makes corporations responsive to interests of
stakeholders other than just financial markets, and (4) reforms the polit-
ical process so as to diminish the influence of corporations and financial
elites.

Chapter 3 explores the concept of financialization using a “stages of
development” approach. The chapter presents a stylized history of finan-
cialization, and tracks its evolution through different stages since the end
of World War II. The chapter uses a standard Kaleckian macroeconomic
framework, focusing on how changes in remuneration patterns, financial
engineering by firms, asset market valuations, and borrowing by firms
and consumers affect macroeconomic outcomes.

The fact that financialization was long-running and expansionary in its
early and middle stages made it extremely hard to oppose. That is because
both policy and political processes have a bias against implementing
change in good times. The political cost of change is immediate and
direct, yet the political benefit is averting a hypothetical future cost.
Even if that future cost were enormous, once it was averted it would still
be hypothetical, whereas the costs of change are real and incurred.

Increases in the flow of credit and the level of debt are key characteris-
tics of financialization. Chapters 4 and 5 focus on the macroeconomics
of debt. Chapter 4 looks at the economics of debt-driven business
cycles, focusing on the impact of borrowing and debt on AD. A crit-
ical feature is the transfer of debt service payments from debtors to
creditors. Business cycles result from two mechanisms. One is the
multiplier–accelerator mechanism. The second is a predator–prey mech-
anism whereby increased income feeds the level of debt, but the level of
debt preys on the level of income.

Chapter 5 looks at the issue of deflation and inflation in the pres-
ence of debt, and shows how debt can undermine the capacity of the
price mechanism to adjust the macro economy. This is the basis of
Irving Fisher’s (1933) classic debt-deflation theory of depressions, and
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it vindicates claims made by Keynes (1936) in chapter 19 of The General
Theory about the potential inability of the market system to restore full
employment.

The chapter extends Tobin’s (1975) well-known Keynesian analysis of
deflation to cover inflation as well. It introduces a range of additional
channels through which deflation and inflation may exacerbate excess
supply and excess demand conditions. The chapter provides further the-
oretical reasons why downward price level adjustment may not solve
the Keynesian problem. These arguments challenge the conventional
wisdom that Keynes’ General Theory is a special case resting on down-
wardly rigid prices and nominal wages. This conventional wisdom has
led many economists to recommend policies promoting downward price
and nominal wage flexibility. These policies have created an environ-
ment in which deflation is more likely, increasing the likelihood of deep
stagnation.

Part II focuses on instability. This connects financialization with
Hyman Minsky’s (1992 (1993)) financial instability hypothesis that holds
that capitalist economies have a genetic proclivity to instability. Finan-
cialization amplifies that proclivity. Chapters 6 and 7 examine the
microeconomics of herd behavior and short-termism. These are impor-
tant features of financial markets that explain why financial markets can
produce socially sub-optimal outcomes; owing to the structure of incen-
tives, it can be rational for an individual to do things that are irrational
from the perspective of the system.

Chapter 6 provides a formalization of managerial herd behavior based
on the principle of safety in numbers. The key features needed for herd
behavior are that managers be individually risk averse and their remu-
neration be partly based on relative performance. That establishes an
incentive for individual managers to run with the herd by imitating the
decisions of other managers.

Chapter 7 presents a model of managerial short-termism based on
managerial turnover. If managers’ rewards are based on current prof-
itability and there is some probability of future managerial turnover,
then rational own-reward maximizing managers may choose projects
that have intrinsically lower net present values but yield higher returns
in the earlier part of the project life. This is because managers recognize
that the existence of turnover means there is some probability that they
will not be around to enjoy the returns generated by long-term projects.

This type of behavior is now widely recognized as being behind much
of the unwise real estate lending (particularly sub-prime lending) that
contributed to the house price bubble and financial crisis. That is because
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the combination of the new “originate to distribute” model of mortgage
lending and agents being paid significantly on the basis of commissions
and bonuses set up incentives for loan pushing rather than sound lend-
ing. Under the “originate to distribute” model, banks make loans and
then sell them as part of mortgage-backed securities (MBS). Banks want
to earn fees from selling MBS, and as they do not hold onto the loan
they do not care about its subsequent performance. Bankers, insurance
agents, mortgage brokers, realtors, and property assessors all want deals
to go through so that they can get their fees, commissions and bonuses.
The net result is a significant weakening of lender side market discipline,
because every one of these agents has an incentive to consummate the
deal, as they earn a profit when the transaction is closed and no one
bears the cost of future potential loan losses.

Behaviors such as short-termism and herd behavior are consistent with
Hyman Minsky’s (1992 (1993)) approach to financial markets. Minsky’s
focus is the broad economy, and his financial instability hypothesis
emphasizes the gradual evolution of instability. This process is captured
in the aphorism “success breeds excess which breeds failure.”

Chapter 8 describes Minsky’s theory of financial instability and
expands it to include the idea of a Minsky super-cycle. The conventional
Minsky business cycle is a financially driven boom–bust business cycle in
which leverage increases over the course of the cycle, causing financial
fragility that creates the conditions for the bust. The super-cycle is a long
cycle that takes decades to work its course and occurs over several con-
ventional Minsky cycles. The super-cycle captures the process whereby
changes in financial regulation, financial sector technology, and social
attitudes toward risk gradually allow more risk into the system, while also
weakening the institutions and practices that contain risk. It is this pro-
cess that ultimately permits financial crisis. The combination of the con-
ventional cycle and super-cycle explains why financially driven business
cycles occur every decade but financial crises occur over longer periods.

Part III addresses the question of growth. Financialization shifts the
distribution of income away from labor (wages) to capital (profits).
It also increases debt, giving rise to interest transfer payments from
debtors to creditors. Both types of change can affect growth. The chapter
examines the growth effects of consumer and corporate debt using a neo-
Kaleckian growth framework. According to the neo-Kaleckian model,
inside debt has an ambiguous effect on growth. This is counter to the
intuition of static short-run macro models in which higher debt levels
lower economic activity, and it shows intuitions derived from short-run
macroeconomics do not always carry over to growth theory.
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Growth is faster in endogenous money economies than in pure credit
economies, ceteris paribus. That is because lending in endogenous money
economies creates money wealth that increases spending and lowers sav-
ing. Interest payments from debtors to creditors are a critical channel
whereby debt affects growth. In the consumer debt model, this interest
transfer mechanism exerts a negative influence on growth. However, in
the corporate debt model the transfer can raise growth if creditor house-
holds’ marginal propensity to consume out of interest income exceeds
firms’ marginal propensity to invest out of cash flows.

Part IV concludes the book and turns to issues of policy. Chapter 10
explores the issue of how monetary policy should address asset price bub-
bles. This has emerged as an important issue in the wake of the US stock
market bubble of the late 1990s and the US house price bubble of the
noughties (2000–2007). Central banks have generally opposed targeting
asset and credit market excess. The chapter argues against that position;
bubbles can impose significant harm through the debt footprint effects
they leave behind and through distortions resulting from using inter-
est rates to mitigate their AD impacts. Conventional interest rate policy
is not well suited to managing bubbles. Instead, the chapter argues for
adoption of a new system of asset-based reserve requirements (ABRR).
Not only can ABRR target asset market excess, but they also strengthen
counter-cyclical monetary policy.

Chapter 11 discusses the question of how monetary policy and cen-
tral banking should be conducted in the light of the financial crisis,
the Great Recession, and the economic stagnation that has followed.
The chapter emphasizes the implications of the crisis for economic the-
ory and the resulting implications for policy. Focusing on the Federal
Reserve, the chapter compares the mainstream insider reform program
with an outsider reform program.

The insider program makes no changes to macroeconomic theory and
is uncritical of the Federal Reserve’s past actions. From its perspective,
any failings of the Federal Reserve have been unwitting sins of omission.
The outsider program challenges existing macroeconomic theory and is
also highly critical of the Federal Reserve. From the outsider perspective,
the failings of the Federal Reserve have included significant sins of com-
mission rooted in political capture, cognitive capture, and intellectual
hubris.

The proposed outsider reform program is rooted in a rethink of macroe-
conomic theory compelled by the crisis. There are some overlaps between
the insider and outsider reform programs, but these overlaps are more
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form than substance. That is dangerous because if similarity of form is
mistaken for similarity of substance, this can confuse debate.

The status quo insider rethink focuses on the role of monetary pol-
icy in dealing with asset bubbles; making the central bank the banking
system supervisor; and how to deal with the problem of the zero lower
bound to nominal interest rates. The outsider reform program, in con-
trast, focuses on central bank governance and independence; reshaping
the economic philosophy of central banks to be more intellectually open-
minded; major monetary policy reform that includes adoption of an
inflation target equal to the minimum unemployment rate of inflation
(MURI) and implementation of asset-based reserve requirements; and
regulatory reform that addresses problems of flawed incentives, excessive
leverage, and maturity mismatch.

The outsider critique can be taken even further. The Federal Reserve is
already legally mandated to pursue maximum employment with price
stability. However, it needs institutional transformation that makes it
think of itself as an agent for helping realize the “American Dream.”
That means it should have a duty to shape the allocation of credit and
the financial system in ways that ensure growth, full employment and a
fair share for all.

Chapter 12 concludes the book and circles back to the opening
chapter’s discussion of financialization as financial neoliberalism. Soci-
ety is currently engaged in debate about the causes of the financial
crisis of 2008 and the Great Recession. The chapter describes three
competing explanations: the hard-core neoliberal “government failure
hypothesis,” the soft-core neoliberal “market failure hypothesis,” and
the structural Keynesian “destruction of shared prosperity hypothesis.”
Each hypothesis carries its own different policy prescriptions so that the
explanation which prevails will influence importantly the future course
of economic policy. That makes economics very important because it
influences which explanation prevails.

As of the moment, the mainstream economics profession is split
between the hard-core neoliberal government failure hypothesis and
the soft-core neoliberal market failure hypothesis. However, things can
change under the pressure of an ugly reality, as happened in the Great
Depression of the 1930s. The only certainty is that change will be polit-
ically contested, because powerful elites and orthodox economists have
an interest in preserving the dominance of the orthodox paradigm.



Part I

The Macroeconomics of
Financialization



2
Financialization: What It Is and
Why It Matters

This chapter explores the core construct of financialization. The chapter
focuses on the US economy, which is where financialization seems
to be most developed. However, judging by the increase in rentier
income shares, financialization appears to have infected all industrialized
economies (Power et al., 2003; Jayadev and Epstein, 2007).

Financialization transforms the functioning of the economic system
at both the macro and micro levels. Its principal impacts are to (1) ele-
vate the significance of the financial sector relative to the real sector;
(2) transfer income from the real sector to the financial sector; and (3)
contribute to increased income inequality and wage stagnation.

With regard to public policy, financialization raises concerns at both
the macroeconomic and the microeconomic levels. At the macro level,
the era of financialization has been associated with tepid real economic
growth, and growth also shows a slowing trend.1 This is illustrated in
Tables 2.1 and 2.2, which show GDP growth and GDP growth per person
employed by decade, for the period 1961–2010. The general pattern in
these tables is one of slowing growth.

As shown below, the turn to financial neoliberalism occurred at the
end of the 1970s and beginning of the 1980s. It was driven by the eco-
nomic dislocations of the 1970s that produced increased inflation and a
slowdown in growth, and its effect was to unleash three decades of credit

This chapter was first presented as a paper at a conference on “Finance-led
Capitalism? Macroeconomic Effects of Changes in the Financial Sector,” spon-
sored by the Hans Böckler Foundation and held in Berlin, Germany, October
26–27, 2007. It was originally published in Hein, Niechoj, Spahn, and Truger
(eds), Finance-led Capitalism: Macroeconomic Effects of Changes in the Financial Sector,
Metropolis-Verlag: Marburg, Germany (2008), pp. 29–60.
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Table 2.1 GDP growth in selected countries and regions (% based
on 2005 market prices)

EA-12 EU-15 UK US Japan

1961–1970 5.3 4.8 2.8 4.2 10.1
1971–1980 3.4 3.1 2.0 3.2 4.4
1981–1990 2.4 2.4 2.8 3.2 4.6
1991–2000 2.1 2.2 2.6 3.4 1.2
2001–2010 1.1 1.2 1.6 1.6 0.7

Source: Statistical Annex of the European Economy, Directorate General Eco-
nomic and Financial Affairs, European Commission, Autumn 2011.
Note: EA = Euro area; EU = European Union.

Table 2.2 Per person employed GDP growth in selected countries
and regions (% based on 2005 market prices)

EA-12 EU-15 UK US Japan

1961–1970 5.3 4.8 2.5 2.3 8.6
1971–1980 3.1 2.8 1.7 1.2 3.7
1981–1990 1.7 1.8 2.0 1.4 3.7
1991–2000 1.6 1.8 2.4 1.8 1.0
2001–2010 0.7 0.8 1.1 1.8 1.1

Source: Statistical Annex of the European Economy, Directorate General
Economic and Financial Affairs, European Commission, Autumn 2011.
Note: EA = Euro area; EU = European Union.

expansion and asset price inflation that ended with the financial crisis of
2008. This climate of financial exuberance contributed to a public per-
ception of faster growth. However, the reality is that growth in the first
two decades essentially matched that of the disappointing 1970s, and in
the third decade growth tailed off significantly. In the wake of the 2008
financial crisis, there are solid grounds for believing that growth over the
next decade will be slower yet (Palley, 2012).

Prior to the crisis there were clear indications that financialization
increased financial fragility, and the crisis of 2008 has cemented that
view. The USA experienced a stock market bust in 2001 and there were
a string of financial crises that afflicted the global economy in the late
1990s and early 2000s. These included the 1992 sterling crisis; the 1994
Mexican peso crisis; the 1997 East Asian financial crisis; the 1998 Russian
crisis and the Long Term Capital Management crisis on Wall Street; the
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Brazilian financial crises of 1999 and 2002; the Argentine financial crisis
of 2001/2; and the Turkish financial crisis of 2001.

One way of understanding these developments is in terms of an
unstable transition to a fragile new status quo. That the process was a
transition is evident in rapidly rising household debt–income and cor-
porate debt–equity ratios. Such increases had to eventually cease because
of limits to increased debt burdens, while instability was evident in the
repeated financial disruptions. The new status quo is fragile because it
appears vulnerable to debt-deflation, and it also appears that growth will
remain low.

One macroeconomic aspect of financialization is changes in financial
structure that produce increased financial fragility. A second is changed
income distribution marked by an increase capital’s share and a decrease
in labor’s share (see Mishel et al., 2009). This process also represents a
transition, with labor’s share falling along the transition path and the
new status quo being characterized by a lower labor share. In addition to
raising social and political concerns, it also has implications for future
aggregate demand (AD) conditions.

These two transition processes, of rising debt–GDP ratio and declin-
ing wage share, are structurally related. Financial neoliberalism shifted
the distribution of income and undermined the AD generating process,
creating a structural demand gap. As illustrated in Figure 2.1, the role
of finance within this transition process was twofold. First, it provided
some of the mechanisms for redistributing income from labor to capi-
tal by changing the behavior of non-financial firms and by influencing
economic policy in ways supportive of financial and non-financial busi-
ness interests. Second, it helped fill the growing structural demand gap
by driving up asset prices and relaxing constraints on access to finance
for both the household and the non-financial business sector. The prob-
lem after the financial crisis of 2008 is that the structural demand gap

The role of finance

Redistribute income
from labor to capital

Fill the growing
structural demand gap 

Figure 2.1 The role of finance in the process of financialization
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remains but the financial system is constrained by limits to debt (Palley,
2012, chapter 8).

2.1 Financialization and conventional
economic theory

Conventional economic theory has played an important role in pro-
moting financialization. One area where theory has been especially
important is the formulation of the relationship between firms and finan-
cial markets in terms of an agency problem (Jensen and Meckling, 1976),
whereby the challenge is to get the firms’ managers to maximize prof-
its on behalf of shareholders. This representation has had important
consequences. First, the agency approach envisages the solution to the
corporate governance problem as one of aligning the interests of man-
agers with those of financial market participants. That has been used to
rationalize the explosion in top management compensation and stock
option grants, and it has also been used to justify the rise of the leveraged
buyout movement and private equity investment. Second, the agency
approach promotes a legal view whereby the sole purpose of corpora-
tions – which are a societal construction – is to maximize shareholder
returns within the confines of the law. That has served to restrict the
scope of policy discussion to how to give shareholders greater control
over managers. Meanwhile, broader questions regarding the purpose
of corporations and the interest of other stakeholders have been kept
completely off the policy table.

Conventional economic theory has also lent support for financial-
ization by arguing that the expansion of financial markets enhances
economic efficiency. This rationale draws from Arrow and Debreu’s
(1954) construction of financial assets as contingent claims. According
to this view, expanding the scope of financial markets and the range of
financial assets increases economic efficiency by expanding the states
of nature spanned by financial instruments. This enables markets to
better price future economic outcomes, improves the ex-ante allocation
of resources across future contingent economic conditions, and helps
agents assemble portfolios that provide better returns and risk coverage.2

Conventional theory has also tended to dismiss problems of financial
speculation using Friedman’s (1953) argument that speculation is sta-
bilizing. According to Friedman, market prices are set on the basis of
economic fundamentals. When prices diverge from those fundamentals
this creates a profitable arbitrage opportunity. Speculators then step in
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and buy or sell, depending on the direction of divergence, driving prices
back to the level warranted by fundamentals.

Increasing the number of traders and volume of trading is also
regarded as improving financial market outcomes. Increased trade vol-
ume increases market liquidity so that market prices are less susceptible
to small random disturbances or manipulation by individual market
participants.

Lastly, macroeconomic theory has also supported this optimistic view
of financial markets through q-theory (Brainard and Tobin, 1977). “q”
represents the ratio of the market price of capital to its replacement
cost, and the q-ratio supposedly provides firms with a signal that effi-
ciently directs investment and capital accumulation. Thus, when q is
greater than unity, the market price exceeds the replacement cost. That
sends a signal that capital is in short supply and profitable investment
opportunities are available, and firms respond by investing.

As always, there is some mainstream literature challenging these con-
clusions, and that literature is growing with the emergence of the
behavioral finance approach. For instance, rational expectations the-
ory (Flood and Garber, 1980) acknowledges that market participants can
rationally participate in bubbles if they have expectations of rising prices.
The noise trader literature initiated by De Long et al. (1990) argues that
risk-neutral speculators who trade purely on noise can generate mar-
ket inefficiency if other traders are risk averse. Hirshleifer (1971) argues
that financial market activity can be socially wasteful if the activity is
the result of divergent subjectively held beliefs, making it more akin
to betting at a racecourse than productive investment. In this case the
race uses valuable economic resources but produces nothing of social
value. Lastly, Crotty (1990) and Palley (2001) have criticized the logic of
q-theory, arguing that it erroneously conflates the behaviors and expec-
tations of managers with those of shareholders, and the reality is stock
market signals to invest can be highly inefficient.

However, these critiques of financial market activity have been more
akin to bubbles on a stream. Though they show that financial mar-
kets can generate inefficient outcomes according to conventional theory,
they have had little impact on either broad thinking about financial
markets or the direction of policy, both of which remain driven by the
belief that expansion and deregulation of financial markets is welfare
enhancing.

Most importantly, these critiques of financial markets are largely gener-
ated from within the conventional paradigm, so that they remain struc-
tured by that paradigm. Consequently, financial markets are assessed
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Table 2.3 U.S. gross credit market debt outstanding (1973–2010)

GDP
($ bils.)

Total credit
market debt

($ bils.)

Total
credit/GDP

(%)

Financial
sector debt

($ bils.)

Financial
sector debt/
Total debt

(%)

Non-
financial/

Total
debt (%)

1973 1,382.3 2,172.7 157.2 209.8 9.7 90.3
1979 2,562.2 4,276.4 166.9 504.9 11.8 88.2
1989 5,482.1 12,839.2 234.2 2,399.3 18.7 81.3
2000 9,951.5 27,137.6 272.7 8,157.8 30.1 69.9
2007 14,028.7 50,875.7 362.6 16,218.4 31.9 68.1
2010 14,526.5 53,353.1 367.3 14,141.8 26.5 73.5

Source: Economic Report of the President, February 2012, table B-1; Flow of Funds, table L.1,
Board of Governors of the Federal Reserve, March 8, 2012; and author’s calculations.

in terms of the neoclassical allocative efficiency paradigm, rather than
being seen as part of an economic system that distributes power and
affects the character of production and the distribution of income. The
construct of financialization remedies this failing, but it requires replac-
ing orthodox macroeconomics with Keynes–Kalecki macroeconomics.

2.2 The anatomy of financialization

The defining feature of financialization in the USA has been an increase
in the volume of debt. Using peak business cycle years for purposes of
control, Table 2.3 shows the evolution of total credit market debt out-
standing between 1973 and 2010. The years 1973, 1979, 1989, 2000, and
2007 correspond to business cycle peak years, making them suitable for
comparison. The inclusion of 2010 gives an indication of developments
since the financial crisis of 2008.

Over the period 1973 to 2007, total issued debt rose from 157.2 to
362.6 per cent of GDP. Financial sector debt also grew much faster than
non-financial sector debt, so that financial sector debt rose from 9.7 to
31.9 per cent of total debt over the same period while the non-financial
sector’s share fell. 1979 appears to mark a break point, with financial
sector debt increasing much more rapidly relative to non-financial sector
debt thereafter.

Table 2.3 is also indicative of the previously discussed transitional char-
acter of developments. Financial sector debt increased extremely rapidly
relative to non-financial sector debt between 1979 and 2000. After 2000
that ratio stabilized, reflecting the establishment of temporary balance
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Table 2.4 Sector decomposition of gross U.S. non-financial debt

2007 2010

GDP ($ bils.) 14,028.7 14,526.5
Household debt ($ bils.) 13,782.4 13,328.6
Non-financial buisness debt ($ bils.) 10,758.5 11,158.4
Government debt ($ bils.) 7,990.1 12,451.11
Rest of world debt ($ bils.) 2,126.3 2,273.1
Household debt/GDP (%) 98.2 91.8
Non-financial buisnes debt/GDP (%) 76.7 76.8
Government debt/GDP (%) 57.0 85.8
Rest of world debt/GDP (%) 15.2 34.0

Source: Economic Report of the President, February 2012, table B-1; Flow of Funds,
table L.1, Board of Governors of the Federal Reserve, March 8, 2012; and author’s
calculations.

between the financial and non-financial sectors. However, the total debt–
GDP ratio kept rising after 2000 as finance continued to fill the demand
gap created by financialization. Since 2007 total debt has continued
growing but the financial sector has deleveraged and its debt has fallen
relative to both GDP and non-financial sector debt.

Table 2.4 decomposes by sector the increase in non-financial sector
gross debt since 2007. It shows that the relative increase has been prin-
cipally due to budget deficits that have increased government’s share
of total debt. Household sector debt has fallen in absolute amount,
reflecting the process of household deleveraging. In the wake of the
crisis, government has been filling the structural demand gap created
by financialization, which explains why government debt is increasing.
That raises the question of sustainability of this process of government
debt supporting the economy and whether it too ends in a public sector
triggered financial crisis.

Table 2.5 provides an analysis of non-financial sector debt by type of
credit. Consumer revolving credit is stripped out because its evolution
largely reflects changes in payments technology (that is, increased use
of credit cards) rather than fundamental changes in indebtedness. From
1979 to 1989 both non-mortgage and mortgage debt grew faster than
GDP. From 1990 to 2000 both grew at approximately the pace of GDP.
Then, from 2000 to 2007 both grew significantly faster than GDP, with
the jump in mortgage debt being extraordinary and reflecting the US real
estate price bubble.
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Table 2.5 Decomposition of U.S. gross domestic non-financial debt by type of
debt

GDP
($ bils.)

Domestic
non-financial

debt ex-revolving
credit &

mortgage debt
($ bils.)

Domestic
non-financial

debt ex-revolving
credit &

mortgage
debt/GDP (%)

Mortgage
debt

($ bils.)

Mortgage
debt/GDP

(%)

1973 1,382.3 1,210.3 87.6 673.9 48.8
1979 2,562.2 2,214.9 86.4 1,331.5 52.0
1989 5,482.1 6,355.5 115.9 3,585.4 65.4
2000 9,951.5 10,730.2 107.8 6,752.6 67.9
2007 14,028.7 17,070.9 121.7 14,512.9 103.5

Source: Economic Report of the President, February 2012, Tables B-1, B-69, B-75, B-77, and
author’s calculations.

Table 2.6 Decomposition of U.S. gross domestic non-financial debt by sector

GDP
($ bils.)

Non-fin.
business

debt
($ bils.)

Household
debt

($ bils.)

Government
debt

($ bils.)

Bus.
debt/
GDP
(%)

House.
debt/
GDP
(%)

Govt.
debt/
GDP
(%)

1973 1,382.3 727.6 626.8 541.1 52.6 45.3 39.1
1979 2,562.2 1,343.7 1,279.3 979.9 52.4 49.9 38.2
1989 5,482.1 3,644.3 3,316.2 3,191.6 66.5 60.5 58.2
2000 9,951.5 6,589.7 6,992.7 4,583.0 66.2 70.3 46.1
2007 14,028.7 10,758.5 13,782.4 7,990.1 76.7 98.2 57.0

Source: Economic Report of the President, February 2012, table B-1; Flow of Funds, table L.1,
Board of Governors of the Federal Reserve, March 8, 2012; and author’s calculations.

Table 2.6 provides an alternative decomposition of non-financial sec-
tor debt, by type of borrower. It highlights the critical role of debt in
driving the economy. From 1973 to 1979 debt–GDP ratios across all
sectors were roughly constant as debt grew in tandem with GDP. That
changed after 1979. With regard to the non-financial business sector,
there was a massive increase in the debt ratio in the 1980s, reflecting the
leveraged buyout boom. That increase ceased in the 1990s, but resumed
in the 2000s. With regard to the household sector, there was significant
increase in the debt ratio in all three decades (1980s, 1990s, 2000s), but
the increase was extraordinarily large in the 2000s, reflecting the house
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Table 2.7 GDP share of the FIRE sector

GDP ($ bils.) Finance, Insurance & FIRE/GDP (%)
Real Estate

(FIRE) ($bils.)

1973 1,385.3 189.5 13.6
1979 2,566.4 369.7 14.4
1989 5,482.1 981.0 17.9
2000 9,951.5 1,997.7 20.1
2007 14,028.7 2,857.0 20.4

Source: Economic Report of the President, February 2012 and February
2004, table B-12; and author’s calculations.

price bubble. With regard to government, the debt ratio increased in the
1980s, reflecting the Reagan administration’s turn to budget deficits.3

In the 1990s the debt ratio fell back with the Clinton administration’s
shift to declining deficits and eventual budget surplus, but it rose again
in the 2000s with the Bush administration’s turn to deficit financed tax
cuts. The overall picture is one of growing debt across all sectors playing
a role financing AD, with household debt playing the largest and most
sustained role.

Turning to the real economy, Tables 2.1 and 2.2 have already shown
that the era of financialization has been associated with generally tepid
economic growth. Except for the UK, average annual growth fell during
the era of financialization that set in after 1979. Additionally, growth
appears to show a slowing trend.

Table 2.7 shows the growing importance of the financial sector in the
US economy. Between 1979 and 2007, the contribution of the finance,
insurance and real estate (FIRE) sector to GDP rose from 14.2 per cent to
20.4 per cent. Table 2.8 shows that over the same period, FIRE employ-
ment as a share of total private sector employment rose from 6.6 per cent
to 7.2 per cent.

These headline changes in levels of debt and the composition of
macroeconomic activity have been accompanied by changes in the evo-
lution of wages and the distribution of income. Figure 2.2 shows how
wages and compensation of US production and non-supervisory work-
ers (who constitute approximately 80 per cent of employment) have
become detached from productivity growth during the era of financial-
ization. From 1959 to 1979 wages grew roughly in line with productivity,
but thereafter the two have diverged with wages and compensation
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Table 2.8 Employment share of the FIRE sector

Private employment Finance, Insurance & FIRE/Employment (%)
(Thousands) Real Estate

(FIRE) (Thousands)

1973 63,050 3,920 6.2
1979 73,864 4,843 6.6
1989 90,087 6,562 7.3
2000 110,995 7,687 6.9
2007 115,380 8,301 7.2

Source: Economic Report of the President, February 2012 and February 2004, table B-12;
and author’s calculations.
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Figure 2.2 Productivity and real average hourly wage and compensation of US
non-supervisory workers (1947–2009).
Source: Economic Policy Institute, Washington, DC analysis of Bureau of Economic
Analysis and Bureau of Labor Statistics data.

essentially flat-lining while productivity has continued growing. This
stagnation of wages has been accompanied by rising income inequal-
ity. Mishel, Bernstein and Shierholz (2009, p.60) report that in 1979 the
income of the top 5 per cent of families was 11.4 times the income of the
bottom 20 per cent of families. By 2006 this ratio had risen to 21.5 times.

Economists have identified multiple factors behind the stagnation of
wages and the growth of income inequality (Palley, 1998; Gordon and
Dew-Becker, 2007; Levy and Temin, 2007). Those factors include the
erosion of unions, the minimum wage, and labor market solidarity;
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globalization and trade; immigration; skill-biased technical change; and
rising CEO pay supposedly driven by the logic of the economics of
superstars. However, such analysis tends to treat these factors as inde-
pendent of each other. The financialization thesis maintains that many
of these factors should be linked and interpreted as part of a new eco-
nomic configuration that has been explicitly promoted by financial
sector interests.

The stagnation of wages and changes in personal income distribu-
tion has been accompanied by changes in the functional distribution of
income, and these latter changes spotlight the role of financialization.
Figure 2.3 shows the national income tree that describes how national
income can be broken down into payments as wages and capital income.
Wages can be decomposed into payments to managers and workers,
while capital incomes can be decomposed into profit and interest pay-
ments, and profit can be decomposed into financial and non-financial
sector profits.

Table 2.9 shows the evolution of capital’s share of national income
relative to labor’s. Payments to capital were relatively constant over the
period 1973 to 2000 but then increased dramatically in the period 2000
to 2007.

Table 2.10 provides data on corporate profits and interest payments.
From 1973 to 1989 interest payments rose from 25.1 per cent of profits to
61.2 per cent, indicating a combination of change in the composition of
payments to capital and the high interest rates that prevailed in the 1980s
owing to Federal Reserve policy. However, by 2007 corporate interest

National income

Capital share Wage share

Managers WorkersProfitsInterest

Financial sector Non-financial sector

Figure 2.3 Financialization & the functional distribution of income
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Table 2.9 Capital’s share of national income relative to labor’s

Payments to Payments to Payments to capital/
labor ($ bils.) capital ($ bils.) payments to labor (%)

1973 662.4 274.8 41.5
1979 1,261.2 570.0 45.2
1989 2,650.2 1,143.2 43.1
2000 5,009.1 2,099.6 41.9
2007 6,796.9 3,552.6 51.8

Source: Economic Report of the President, February 2012, Table B-28; and
author’s calculations.
Notes: Payments to labor = private sector compensation of employees.
Payments to capital = non-farm proprietors’ income + before tax corpo-
rate profits + net interest & miscellaneous payments.

Table 2.10 Profits relative to interest payments

Profits ($ bils.) Interest Interest/Profits (%)
payments ($ bils.)

1973 219.6 55.2 25.1
1979 431.1 138.9 32.2
1989 709.1 434.1 61.2
2000 1,510.3 539.3 35.7
2007 2,791.0 731.6 26.2

Source: Economic Report of the President, February 2012, table B-28; and
author’s calculations.
Notes: Profits= non-farm proprietors’ income+ before tax corporate profits.
Interest payments = net interest & miscellaneous payments.

payments had fallen back to 26.2 per cent, reflecting the low interest rates
that prevailed in the 2000s and the surge in corporate profits after 2003.

Lastly, Table 2.11 shows the division of domestic corporate profits
between the financial and non-financial sector. From 1973 to 2005, total
profits rose from 7.3 per cent to 10.3 per cent of GDP. The financial sec-
tors share of profits has risen especially strongly. In 1973 financial sector
corporate profits were 20.1 per cent of non-financial corporate profits
and they remained roughly constant relative to non-financial corporate
profits in the 1970s. However, after that they rose steadily and rapidly
from 19.7 per cent in 1979 to 44.6 per cent in 2007. In sum, with regard
to capital income, the era of financialization has been marked by (1) a
slight shift in income toward capital; (2) a change in the composition
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Table 2.11 Decomposition of private sector corporate profits into
financial and non-financial sectors

Financial profits Non-financial Financial/Non-financial
($ bils.) profits ($ bils.) profits (%)

1973 16.1 80.0 20.1
1979 30.9 157.0 19.7
1989 59.5 226.8 26.2
2000 163.2 415.7 39.3
2007 309.5 694.1 44.6

Source: Economic Report of the President, February 2012, table B-28 and B-92;
and author’s calculations.

of payments to capital that has increased the interest share; and (3) an
increase in the financial sector’s share of total profits.

Turning to the composition of the wage share, no formal data exists
regarding its division between managerial and workers wages. However,
available evidence suggests there has been a shift in the wage share from
workers to managers. Mishel et al. (2009, p.220) report that CEO pay
has exploded from 35 times average worker pay in 1979 to 275 times
worker pay in 2007. Bebchuk and Grinstein (2005) report that pay for
the top five officers of S&P 500 companies rose from 5 per cent of cor-
porate profits in the 1990s to over 10 per cent in the 2000s. Dew-Becker
and Gordon (2005) report that over the period 1966 to 2001 only the top
10 per cent of the income distribution (which presumably includes the
managerial class) had real compensation growth equal to or above pro-
ductivity growth. Additionally, Mishel et al. (2009, pp.134–135) report
that over the period 1979 to 2007 there has been an increase in worker
wage inequality, with wages of higher paid workers in the top half of the
wage distribution rising relative to those in the bottom half of the wage
distribution.

2.3 Conduits of financialization

The financialization thesis is these developments regarding increased
debt, changes in the functional distribution of income, wage stagna-
tion, and increased income inequality are significantly due to changes
wrought by financial sector interests. These changes concern the struc-
ture of the economy, economic policy, and the behavior of corporations.

The mechanics of financialization are illustrated in Figure 2.4, which
shows how the influence of financial sector interests works through three
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Figure 2.4 Conduits of financialization

distinct conduits. The first conduit concerns the structure and opera-
tion of financial markets. The second conduit concerns the behavior of
non-financial corporations, while the third conduit concerns economic
policy. Though not shown in the diagram for reasons of simplicity, these
conduits also interact. Thus, economic policy affects the structure of
financial markets and changes corporate behavior, while corporations
lobby to affect economic policy.

2.3.1 Changes in the structure and operation of
financial markets

The macroeconomic impacts of financial markets have been a traditional
focus of macroeconomists. Financialization has changed the structure
and operation of financial markets, and most existing theoretical work
on financialization examines how these changes (particularly regarding
credit availability) impact macroeconomic outcomes and the business
cycle. A sense of this work can be gained from the following brief (and
non-exhaustive) survey.

Some of the earliest work relevant to financialization concerned the
effects of changing the menu of financial assets and liabilities (Tobin,
1961) and the macroeconomic effects of financial innovation and dereg-
ulation (Tobin and Brainard, 1963). Another early channel of inquiry
was the impact of wealth and credit rationing on household consump-
tion (Ackley, 1951; Modigliani and Brumberg, 1954; Modigliani and
Ando, 1963). Tobin’s q-theory (Brainard and Tobin, 1977) emphasized
the influence of the stock market on business investment spending.

This early work on the macroeconomic effects of financial markets
tended to ignore credit and debt, which has become the focus of recent
work on financialization. Minsky (1982) has been especially influential
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with his psychological theory of the business cycle that has agents bor-
rowing and bidding up asset prices to unsupportable levels that is then
followed by a crash. Additionally, there has been a resurgence of inter-
est in Fisher’s (1933) debt-deflation theory of recessions, which links
the long-standing debate in Keynesian economics to whether price level
adjustment can restore full employment in a monetary economy with
nominal debt (Tobin, 1980; Caskey and Fazzari, 1987; Palley, 1999,
2008a).

Aspects of Minsky’s (1982) construction of the business cycle have
been picked up in the theory of the financial accelerator developed by
Bernanke and Gertler (1996) and Kiyotaki and Moore (1997). However,
Minsky places greater emphasis on subjective psychological forces and
speculation. Financial accelerator theory emphasizes asset price inflation
that raises collateral values, which allows more borrowing that finances
investment spending and drives economic expansion. However, even-
tually firms’ balance sheets become congested so that borrowing and
investment fall, setting off a downturn in which asset prices fall. Credit
constraints then tighten, causing a cumulative spiral downward.

The financial accelerator, which might also be termed the “balance
sheet congestion” approach, has now become the major workhorse for
mainstream theoretical enquiry into the macroeconomic effects of finan-
cialization. The focus is on how changes in financial markets affect
collateral values and credit availability, thereby relaxing corporate bal-
ance sheet constraints and potentially making for more volatile and
longer business cycles that may even be unstable.

Additionally, there is a specifically Post Keynesian line of inquiry that
emphasizes the impact of debt on income distribution and aggregate
demand (Palley, 1994, 1996a, 1997a). This Post Keynesian approach
emphasizes how debt transfers income from high marginal propensity
to spend debtors to lower marginal propensity to spend creditors, and
this process of transfer can generate business cycles. However, this line of
enquiry emphasizing income distribution effects has been ignored by the
mainstream, which has instead chosen to focus on the corporate balance
sheet congestion mechanism. Palley (1997a) connects this debt–income
distribution–AD line of reasoning to the theory of endogenous money
(Kaldor, 1970, 1982; Moore, 1988), to show how the ability of banks to
create money increases the potential for financial instability.

Finally, there is an emerging Post Keynesian literature that seeks to
examine the effects of financialization on long-run growth (Dutt, 2005,
2006; Palley, 2005a; Hein and Treeck, 2007; Lavoie, 2007; Skott and
Ryoo, 2008). This literature focuses on the growth effects of increased
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indebtedness, increases in the profit share, shifts in income away from
workers, and lower retained profits of corporations. The emerging con-
sensus is that these factors tend to reduce the long-run equilibrium
growth rate. However, this conclusion is sensitive to assumptions about
the response of aggregate demand to changes in the profit share. In par-
ticular, if investment responds strongly to an increased profit share and
consumption is little affected by a lowered wage share, then growth can
increase as a result of an increased profit share.

2.3.2 Corporate behavior

A second conduit for the influence of financialization is corporate behav-
ior, which financial markets have worked to change so as to align with
their interests. As discussed earlier, mainstream economic theory has
played an important role via its construction of the issue of corporate
governance as an agency problem. That construction has given rise to
the notion of the market for corporate control, whereby managers are dis-
ciplined by the prospects of takeover and ouster if they fail to maximize
profits. According to this view, financial innovations such as leveraged
buyouts and private equity investing financed by junk bonds improve
market efficiency because they compel managers to satisfy the interests
of shareholders, who are the owners.

The agency approach to corporate governance has fostered the growth
of stock option pay, the reasoning being that options serve to align the
interests of management with those of shareholders. Top management
has benefited from these new pay practices, and stock options have given
managers an interest in maximizing the short-term stock price, which
also benefits financial market money managers. However, it is not clear
that shareholders have benefited, as the costs of top management pay
have become staggeringly large (Bebchuk and Grinstein, 2005) and the
long-term profitability of companies may have been prejudiced by the
focus on the short-term share price.

This realignment of corporate manager interests to coincide with
those of financial markets has been facilitated by the destruction of
union power. This has removed a countervailing force that previously
prevented managers from siding excessively with financial interests.

Corporations have also been encouraged to adopt a cult of debt
finance. One reason is the tax code, which treats interest payments more
favorably than profits. A second reason is that managers may have used
debt as a tactic to drain free cash flow out of firms, thereby putting pres-
sure on workers and leaving less for other claimants on the firms’ income
stream (Bronars and Deere, 1991). A third reason is that debt financing
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increases leverage, thereby potentially raising the rate of return on equity
capital. Such financial engineering fits with the Wall Street agenda that
has demanded that corporations earn higher rates of return.

The net result of these developments is that corporate behavior has
become increasingly dominated by and beholden to financial markets.
That means non-financial corporate managers may have imported the
behaviors of financial markets, which has impacted corporate invest-
ment and business decision making. From an agency theory perspective
this is the desired outcome. However, it may not be good for corpo-
rations or the economy if financial market behaviors are governed by
short-termism (Palley, 1997b) and herd behavior (Palley, 1995). More-
over, it may simply shift the agency problem from corporate managers
to money managers in financial markets.

Evidence for these effects of financialization on non-financial corpo-
rate behavior is provided by changes in the patterns of corporate financial
behavior. Figure 2.5 shows nominal new equity issuance and new credit
market borrowing of non-financial corporations for the period 1959 to
2006. The striking feature is the abrupt change in the pattern of new
equity issuance which turned negative after 1980. Post 1980, rather than
being a net source of finance, the stock market has been a net drain of
finance.
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Figure 2.5 Non-financial corporation net equity issuance and new borrowing
(1959–2006).
Source: Federal Reserve, flow of Funds, Tables F2 and F4
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Figure 2.6 Non-financial corporation borrowing and net equity issuance as per-
centage of non-residential investment (1959–2006).
Source: Author’s calculations based on Federal Reserve, Flow of Funds, tables F2
and F4, and Economic Report of the President, Table B-1, 2007

Figure 2.6 shows non-financial corporate new borrowing and equity
issuance as a percentage of non-residential investment spending. This
gives an indication of the scale of equity buy-backs, which reached 43.9
per cent of non-residential investment spending in 2006. Post-1980,
new borrowing and equity purchases exhibit a clear negative correla-
tion, which is indicative of how firms have borrowed to finance equity
buy-backs. This new pattern suggests a changed purpose of corporate
borrowing. Before 1980, it financed investment spending. Since 1980,
a significant portion of borrowing appears to be for purposes of equity
buy-backs, which has raised the debt–equity ratio.

These patterns fit the financialization thesis. Financial markets tend
to prefer that corporations use debt to finance their activities owing to
its tax advantages and the higher rates of return on equity that lever-
age allows. Financial markets have also supported corporations paying
management with stock options, which requires purchasing the under-
lying stock. Additionally, rather than paying dividends that are highly
taxed, markets prefer corporations to use profits to re-purchase stock,
which drives up the stock price and generates lower-taxed capital gains.
Finally, increased debt issuance transforms profit streams into interest
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Table 2.12 Corporate sector profit rates.

Pre-tax profit rate (%) Post-tax profit rate (%)

1973 11.7 7.0
1979 9.6 5.7
1989 10.6 7.4
2000 12.1 8.4
2006 13.1 8.8

Source: Mishel et al. (2007, p. 88).

payment streams, which reduces corporate income available for other
non-financial claimants.

2.3.3 Economic policy

The third conduit of financialization is economic policy. Financial sector
interests supported by other business interests have promoted a policy
framework favoring their agenda. That framework has uncuffed financial
markets and facilitated their expansion, and it has also helped corpora-
tions shift income from labor to capital, to the benefit of financial sector
interests. The new policy framework was designed to reverse the decline
in rates of return to capital that occurred in the 1970s. Thus, short-
term three-month real interest rates, which were negative for much of
the 1970s, have been raised to approximately 2.5 per cent. Likewise, as
shown in Table 2.12, pre- and after-tax profit rates have been pushed up
significantly from 1979 lows.

The new policy framework can be termed the neoliberal box, the effect
of which is to box in workers.4 The box is shown in Figure 2.7. It has four

Workers
Globalization

Abandonment of full employment

Small government

Labor market flexibility

Figure 2.7 Economic policy and the neoliberal box
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sides, labeled globalization, small government, labor market flexibility,
and abandonment of full employment. Workers are inside the box.

“Globalization” refers to the collection of policies associated with
free trade, capital mobility, multi-national business, and global sourc-
ing. It also includes the Washington Consensus development policy
that spreads the neoliberal box agenda globally, thereby multiplying
its impact and also establishing a dynamic of deregulatory competition
across countries. In this regard, there is a strong international dimension
to financialization that centers on the elimination of capital controls,
encouraging all countries to deregulate their internal financial markets.

“Small government” refers to the attack on the legitimacy of gov-
ernment activity, privatization, tax cuts that shrink the public revenue
base, and deregulation – including financial sector deregulation. The
small government agenda also covers policies regarding pension reform
and saving. These policies have strongly encouraged a movement away
from providing retirement income through group-based defined benefit
pension plans to individual defined contribution arrangements such as
401(k) retirement saving plans. These new plans advance financial inter-
ests in several ways. First, they generate large fee income through charges
for custodial services and brokerage commissions. Second, they increase
individual investor demand for equities, which boosts equity prices.
Third, they create an investor identity among households that gener-
ates favorable political support for policies favored by large financial
interests.

The small government agenda has also spawned a version of public
sector financialization through plutocratic tax cuts. These tax cuts have
lowered higher bracket income tax rates and taxes on income from capi-
tal, creating large budget deficits. Table 2.13 shows that the publicly held
debt–GDP ratio rose from 25 per cent of GDP in 1979 to 35.9 per cent
in 2007. Government interest payments as a share of total revenues rose
from 9.2 per cent in 1979 to 17.1 per cent in 1989, but then fell back as
nominal interest rates came down in the 1990s and 2000s. The impor-
tant insight from Table 2.13 is that public debt has also played a role
in the financialization process, particularly in the 1980s during the Rea-
gan administration when budget deficits were large and nominal interest
rates were high.

“Labor market flexibility” refers to the agenda for weakening unions
and eroding labor market supports such as the minimum wage, unem-
ployment benefits, employment protections, and employee rights. This
agenda has dominated US labor market policy, and it has also been
implemented in Europe.5



Why Financialization Matters 37

Table 2.13 Publicly held government debt and government interest payments

GDP
($ bils.)

Publicly
held

federal
debt

($ bils.)

Publicly
held

debt/GDP
(%)

Net
interest
($ bils.)

Total
receipts
(on- &

off-Budget)
($ bils.

Interest/
Receipts

(%)

1973 1,382.3 340.9 24.7 17.3 230.8 7.5
1979 2,562.2 640.3 25.0 42.6 463.3 9.2
1989 5,482.1 2,190.7 40.0 169.0 991.1 17.1
2000 9,951.5 3,409.8 34.3 222.9 2,025.2 11.0
2007 14,028.7 5,035.1 35.9 237.1 2,568.0 9.2

Source: Econmic Report of the President, February 2012, tables B-1, B-78, and B-80, and
author’s calculations.

Finally, “abandonment of full employment” refers to changed prior-
ities regarding monetary policy, which elevated the significance of low
inflation and reduced the significance of full employment. This shift of
focus toward low inflation has been implemented through policies of
inflation targeting and central bank independence, both of which are
supported by financial interests (Epstein, 1992, 2001; Palley, 1996b).
Additionally, there is evidence that central banks have raised interest
rates in economies with high union density despite the lack of any
evidence that higher union density is associated with higher inflation
(Palley, 2004a).

The policy configuration described by the neoliberal box challenges
workers from all sides and puts continuous downward pressure on wages.
This helps explain why wages have become detached from productivity
growth and why income inequality has increased. Private sector workers
are challenged by the box’s globalization agenda; public sector workers
are challenged by the small government agenda; and all workers are
challenged by the labor market flexibility agenda and the abandonment
of full employment as the primary goal of macroeconomic policy.

2.4 Financialization and the new business cycle

The combination of increased access to credit in financial markets and
the new policy framework described by the neoliberal box, together
created a new business cycle after 1980 (Palley, 2005b). The business
cycles of Presidents Ronald Reagan, George H. Bush, Bill Clinton, and
George W. Bush all shared strong similarities and were distinctly different
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from pre-1980 business cycles. These similarities are an overvalued dol-
lar; trade deficits; disinflation or low inflation; manufacturing job loss;
asset price (equities and housing) inflation; widening income inequal-
ity; detachment of worker wages from productivity growth; and rising
household and corporate indebtedness.

The foundation of the new business cycle was financial boom and
cheap imports. Financial boom and asset price inflation provided con-
sumers and firms with collateral to support debt-financed spending. Bor-
rowing was also supported by steady financial innovation that ensured a
flow of new financial products allowing increased leverage and widening
the range of assets that could be collateralized. Additionally, credit stan-
dards were lowered in the years prior to the financial crisis of 2008, which
made credit even more easily available to households, firms and financial
investors. Meanwhile, cheap imports ameliorated the impacts of wage
stagnation while widening income inequality, causing manufacturing
job loss, and increasing economic insecurity.

This structure contrasts with the pre-1980 business cycle that rested
on wage growth tied to productivity growth and full employment.
Wage growth, rather than borrowing, fuelled consumption and demand
growth. That encouraged investment spending, which in turn drove
productivity and output growth

The differences between the new and old business cycle are starkly
revealed by policy attitudes toward the trade deficit. Prior to 1980 trade
deficits were viewed as a serious problem, being a demand leakage that
undermined the virtuous circle of robust domestic demand and output
growth. Post 1980, trade deficits have been viewed as the outcome of
choices made by consenting economic agents that maximize economic
well-being. For the Federal Reserve, trade deficits help with inflation
control, and for politicians they help buy off consumers who face wage
stagnation.

Finally, the new business cycle tacitly embeds a new monetary pol-
icy stance that replaces concern with real wages with concern about
asset prices. Whereas pre-1980 policy tacitly focused on putting a floor
under labor markets to preserve employment and wages, now policy
tacitly puts a floor under asset prices. This policy behavior has been
clearly visible with the 2007 US sub-prime mortgage crisis. It is not a
case of the Fed intentionally bailing out investors. Rather, the macro
economy is now vulnerable to asset price declines so that the Fed is
obliged to step in to prevent such declines from inflicting broad macroe-
conomic damage. However, that has the twin consequences of bailing
out investors and potentially creating investor moral hazard. Such moral
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hazard encourages investors to chase even greater high risk–high return
ventures because they know there is a good chance they will be bailed
out by the Fed if things go wrong.

Moreover, the Fed itself may suffer from cognitive dissonance about
this. On one hand, good policy requires that investors bear the financial
costs of bad decision making. On the other hand, the macroeconomic
system created by financialization may require rising indebtedness and
asset prices to maintain growth. Consequently, not only does the Fed
have reason to prevent asset price declines, but it also has reason to
engage in serial blowing of asset price bubbles. That certainly appears to
be the lesson of the 2001 to 2006 house price bubble.

2.5 What can be done?

Even before the financial crisis of 2008 there were serious concerns about
financialization and the new business cycle. Economic growth was tepid,
median wages stagnated, and income inequality and economic inse-
curity both rose. The crisis has vindicated and further deepened these
concerns, and the outlook is one of prolonged stagnation (Palley, 2012).

Remedying these failings of financialization requires a fundamental
change of policy paradigm so as to reconfigure the balance of economic
power and the dynamic behind the business cycle. Financial markets are
at the heart of the financialization process, which suggests there is an
urgent need to restore effective control over these markets. Today, the
only effective policy tool that monetary authorities have is the short-
term interest rate. However, that tool is a blunt instrument, equivalent
to a blunderbuss; thus, attempts to curtail financial speculation by raising
interest rates can inflict serious collateral damage on the real economy.
This suggests complementing interest rate policy with a new financial
sector regulatory framework based on asset-based reserve requirements
(ABRR).6 Such a framework, which is discussed in Chapters 10 and 11,
can help stabilize financial markets and provide an additional tool of
monetary policy to supplement interest rate policy.

The policy framework described by the neoliberal box also constitutes
a key element of the financialization program. That points to the need
to challenge all sides of the box, and calls for restoring full employ-
ment policy (Palley, 2007); replacing the current corporate globalization
with a globalization that allows policy space and equitable development;
replacing the small government agenda with a progressive “better gov-
ernment” agenda; and replacing the labor market flexibility agenda with
a good jobs and productive workplaces agenda.
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Changed corporate behavior is another key part of financialization,
with corporations being increasingly governed by the diktats of finan-
cial markets. Dealing with corporations involves three distinct different
policy agendas. One is the mainstream corporate accountability agenda
that emphasizes reining in excessive CEO pay, lack of corporate account-
ability, and misaligned incentives within firms. In a sense, this agenda
recognizes that developments in corporate governance over the last 20
years have actually aligned the interests of top managers and money
managers, rather than the interests of top managers and shareholders.
A second, larger, agenda concerns reframing the legal purpose and obli-
gations of corporations such that corporations are legally obligated to
take into account interests of stakeholders other than just shareholders
(Blair and Stout, 1999). A third agenda is how to align the incentives of
money managers so that these managers represent the interests of savers
in mutual funds.

Finally, policy has played a critical role advancing financialization,
and policy is significantly driven by politics and lobbying. That simple
observation means political reform is also needed. In particular, there is
need to address the political power of financial and non-financial cor-
porations, as well as wealthy individuals. Addressing this problem will
require tackling issues of lobbying and the influence of wealth on politics.
It also concerns the way the democratic political process is organized.
That includes disclosure requirements for politicians. It also may require
changing the rules of elections, perhaps replacing current “winner take
all” arrangements with forms of proportional representation that can
give greater voice to those without resources. The reality is that eco-
nomic power affects politics, and politics affects economic policy and
economic outcomes, in turn impacting economic power. That means
politics and economic policy need to be linked rather than being seen as
independent spheres, as has historically been the case.



3
The Macroeconomics of
Financialization: Stages of
Development Approach

Chapter 2 provided an empirical characterization of financialization.
This chapter examines the macroeconomics of financialization using a
stages of development approach that captures the evolving nature of
financialization. This stages of development approach is suggested by
Chick’s (1986) treatment of the evolution of banking systems.

A stages approach is very consistent with the notion of financializa-
tion as a long-running evolving process. It also links with two other
strains of economic thought. The first is the French regulationist (Boyer,
1990, 2000) and American social structures of accumulation (Tabb, 2010)
approach which sees economies in terms of regulatory, political, and
institutional arrangements that shape the process of capital accumula-
tion. The second is Minsky’s (Ferri and Minsky, 1992; Palley, 2009a)
financial instability hypothesis that represents the economy as a finan-
cially driven long-running non-equilibrium process marked by changes
in economic institutions, beliefs, and behaviors.

The chapter presents a series of simple models that describe a stylized
history of financialization. This stylized history highlights both the eco-
nomic impacts and the dynamic nature of financialization. The chapter
focuses on the US economy, in which financialization is the most evolved
and which therefore provides a longer, more extended, view that may
be helpful for anticipating developments in other economies.

This chapter was initially presented at the Fifth International Conference, Devel-
opments in Economic Theory and Policy, held in Bilbao, Spain, July 10 and 11,
2008 and was published in Spanish as “The macroeconomics of financialization: a
stages of development approach,” Ekonomiaz Revista Vasca de Economia, 72 (2009):
34–53.

41
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The process governing the evolution of financialization is long, and
the duration of individual stages may be of unequal length. Moreover,
some stages may be expansionary, while others may be contractionary.
The beginning and middle stages of the process tend to be marked by
expansionary forces, but the mature, later stage is likely marked by stag-
nation. The extended duration of the process means it can look stable
yet ultimately prove unstable; formal discussion of the issue of stabil-
ity is reserved for Chapters 4, 8, and 9 dealing with the business cycle,
Minsky’s financial instability hypothesis, and growth.

The fact that financialization is an extended process poses deep polit-
ical and policy challenges. The process of financialization develops over
a long time period and looks good for much of the time, yet the crisis of
2008 has confirmed that it ultimately hits the economic rocks. That raises
profound political problems of how to initiate policy change that alters
the direction of the process. Who is going to believe the case for change,
and who will be willing to bear the political cost of implementing change
if current economic conditions look good? Politicians are not rewarded
for imposing pain now even if doing so prevents far greater future pain.
Instead, they are rewarded for good times now.

Analytically, the chapter changes the focus of existing enquiry on
financialization. The existing conversation (see for example Hein, 2008a,
2008b; Hein and van Treeck, 2007) focuses on the effect of finan-
cialization on the goods market price markup, income distribution
and stock market valuations. This interest in the markup comes from
the traditional Kaleckian model, as the markup is critical for determi-
nation of the functional distribution of income between wages and
profits. The impact of financialization on the functional distribution
of income is a valid question, and the model that is developed is
capable of addressing it. However, the wage share has been relatively
stable, which suggests the markup is not the key issue for under-
standing financialization. Instead, the chapter directs attention to the
role of debt and the changing financing behavior of corporations and
households.

The chapter examines changes in the way that firms have financed
investment combined with changing patterns of dividend payouts. In
this regard, no distinction is drawn between stock buy-backs and divi-
dends, which are treated as macroeconomically equivalent – though in
practice there is a difference, owing to the tax benefit from distributing
profits via buy-backs rather than dividends. Additionally, the chapter
introduces consumer debt, which was of critical significance in the last
US business cycle expansion that ended in December 2007.
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Lastly, the chapter incorporates concerns with the wage bill and the
distribution of wages between workers and managers (Palley, 2005a).
Over the last three decades there have been large changes in the dis-
tribution of the wage bill, with managers benefiting at the expense of
workers. These changes can be interpreted as part of the mechanism of
financialization whereby managers are induced to align their behaviors
with financial market interests (Palley, 2008b, chapter 2).

3.1 The basic model

The basic model is the standard short-run Kaleckian macro model
described by the following eight equations plus a growth equation:

y= aN (1)

sw+ sP = 1 1 > sw > 0,1 > sp > 0 (2)

wN= swy (3)

P= spy (4)

y=C+ I (5)

C= α0+α1bwN+α2[1−b]wN

+α3R+α4V 1≥ α1 ≥ α2 ≥ α3 ≥ α4 ≥ 0 1 > b > 0
(6)

I∗ = β0+ β1y+ β2P+ β3q β0,β1,β2,β3 > 0 (7)

V= qP q > 0 (8)

g= g(I/y) g′ > 0,g′′ < 0 (9)

y =output, a =output per worker, N = employment, sw =wage share,
sP=profit share, w=nominal wage, P=profits, C= consumption spend-
ing, I = actual investment spending, I∗ =desired investment spending,
b=worker share of the wage bill, 1−b=managers’ share of the wage bill,
R =dividend and interest payments to owners, V =value of the stock
market, q= stock market multiple valuing profits, and g= growth rate.

Equations (1)–(8) constitute an amended version of the standard
Kaleckian short-run macro model that is used by those working in the
Kaleckian tradition to study financialization. For simplicity, the govern-
ment and foreign sectors are both left out of the model. The international
dimension of financialization and its relationship to globalization is a
separate topic.

One innovation is the inclusion of stock market wealth in the con-
sumption function, a feature that has been, strangely, overlooked
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by Kaleckians. It transpires that this has important implications for
whether an economy is wage-led or profit-led. In a static context, an
economy is wage-led if an increase in the profit share reduces eco-
nomic activity, and profit-led if it increases economic activity. Large
wealth effects on consumption make it more likely that an economy
is profit-led, because a higher profit share will tend to raise the value
of stock market wealth, generating a stock market wealth effect that
increases AD.

Closing the basic model calls for additional equations determining
actual investment spending (I), the dividend payouts of firms (R), and
how firms finance their investment spending and dividend payouts.
It is these additional equations that change with the evolution of
financialization, and it is these issues that are the focus of the chapter.

Equation (1) is the standard linear aggregate production function.
Equation (2) is the adding up of constraint on wage and profit shares.
Equation (3) relates the wage bill to the wage share, while Equation (4)
relates total profits to the profit share. Equation (5) is the goods market
clearing condition, and has output equal to aggregate demand which
consists of consumption and investment spending. Equation (6) is the
aggregate consumption function. Equation (7) is the aggregate desired
investment spending function. Equation (8) is the stock market valua-
tion equation, and Equation (9) is a simple growth model in which the
rate of growth is a positive function of the investment share. Latin let-
ters denote structural parameters, while Greek letters denote behavioral
coefficients.

The profit share is a critical parameter. Its effects ramify throughout
the model, affecting consumption and investment spending through
several channels. The profit share affects consumption via its impact on
the wage share. It also affects consumption indirectly via the value of
equities, which affects household wealth. Additionally, the profit share
directly affects investment spending via its impact on the level of profits,
and it also affects investment indirectly via stock prices. These varied
channels illustrate why the profit share and income distribution are so
central in the Kaleckian approach to macroeconomics.

Consumption (Equation (6)) depends positively on the worker share
of the wage bill, dividend and interest payouts by firms, and the value
of the stock market. Since the wage bill is divided between workers and
managers, there are implicitly two different classes. Workers receive a
fraction, “b”, of the wage bill, and have a propensity to consume of α1.
Managers receive a fraction [1–b] of the wage bill, and have a propen-
sity to consume of α2 that is below that of workers. The propensity to
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consume out of profits (α3) and wealth (α4) is assumed to be less than
that out of wages.1

The division of the wage bill between workers and managers is
an important analytical feature that has been largely overlooked in
Kaleckian macroeconomics, which has tended to focus exclusively on
the wage–profit division. Introducing a worker–manager wage bill divi-
sion means an economy can simultaneously be both profit- and wage-led
(Palley, 2005a). Thus, shifts in the distribution of income toward prof-
its can stimulate economic activity by raising investment spending,
and shifts in the composition of the wage bill toward workers can also
stimulate activity by increasing consumption spending.

Desired investment spending (Equation (7)) depends positively on out-
put, profits, and stock prices. The desired investment spending function
has a conventional Keynesian accelerator channel (β1). It also has a
Kaleckian profit share channel (β2) that proxies for both profit rate and
cash flow effects (Fazzari, Hubbard and Petersen, 1988), as well a stock
price channel (β3) that reflects a Tobin q (Brainard and Tobin, 1968,
1977) or cost of equity capital channel.

Lastly, Equation (9) adds the simplest of growth models, thereby
enabling some observations on the effect of financialization on
growth. Growth depends positively on the investment share of out-
put, a feature that has strong empirical support (De Long and Sum-
mers, 1991). An alternative specification might be in terms of the
investment–capital ratio. Increased investment spending has a posi-
tive but declining marginal impact on growth, so that faster growth
becomes progressively more costly to achieve. Substituting (7) into (9)
yields

g= g([β0+ β1y+ β2P+ β3q]/y) (10)

A feature of Equation (10) is that the increases in output that lower
the investment share will lower growth. This differs from the standard
Kaleckian growth model, in which it is assumed that increased capac-
ity utilization, which is analogous to increased output, raises growth.
The difference is because the standard Kaleckian model has growth
determined by the rate of capital accumulation (I/K) rather than the
investment share (I/Y). If the I/Y ratio is the appropriate specification,
increased capacity utilization caused by increased consumption could
lower growth – unless capacity utilization (income) has a positive non-
linear effect on investment spending. This is an issue deserving of more
theoretical and empirical study.
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Figure 3.1 The channels of financialization

3.2 Channels of financialization

Figure 3.1 describes three channels whereby financialization affects
the economic process. The first channel concerns changes in financial
markets that impact the macro economy. These changes include changes
in equity valuations, increased access to debt, and changes in the terms
on which credit is made available.

The second channel concerns changes in the behavior of non-financial
corporations. This may include changes in corporate financial policy
regarding payouts to shareholders and changes in corporate leverage and
financing behavior.

The third channel concerns changes in economic policy that financial
interests lobby for. These policy changes include deregulation of finan-
cial and labor markets, and globalization, and they affect such important
structural parameters as the profit share and the composition of the
wage bill.

The balance of the chapter uses the basic model presented in
Section 3.2 to construct a stylized historical narrative that shows how
changes linked to financialization have changed patterns of economic
outcomes.

3.3 Photo 1: the golden age of capitalism,
1945–1969

The analysis begins with the 25-year period after World War II that is
often referred to as the golden age of capitalism. During this period the
real economy was marked by full employment and rapid growth, while
on the financial side profits were strong and the stock market boomed.
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The stylized investment, financing, and dividend payout decisions of
non-financial corporations during this first stage can be described by

I=Min[I∗, [1−v]P] (11.1)

I∗ < [1−v]P (11.2)

R =Max[0,v[P− I]] 1 > v > 0 (11.3)

Equation (11.1) determines investment as the minimum of desired
investment and retained profits. Inequality (11.2) has desired investment
being less than retained profits, while Equation (11.3) has the dividend
payout being equal to the maximum of zero or the fraction (v) of the
excess of profits over investment spending.

Solving (11.1)–(11.3) yields I = I* and R = v[P – I*]. During this period
firms relied on internally generated financing, but profits were suffi-
ciently strong for firms to fully cover desired investment as well as pay
dividends. In effect there was no reliance on external funding.2

Substituting the solutions to (11.1)–(11.3) in the equations of the basic
model then yields an expression for output, given by

y∗ = {α0+[1−α3v][β0+ β3q]}/ (12)

{1−{α1b+α2[1−b]}[1− sP]− {α3v+α4q

+[1−α3v]β2}sP−[1−α3v]β1}
The critical parameters are sP, b, v, and q. The comparative statics are

dy/dsP
>
<0,dy/db > 0,dy/dv > 0,dy/dq > 0

dI/dsP
>
<0,dI/db > 0,dI/dv > 0,dI/dq > 0

As in standard Kaleckian models, the effect of an increase in the profit
share (higher sP) is ambiguous. On one hand, there is a positive effect
on investment and there is also a positive effect on consumption operat-
ing through stock market wealth. On the other hand, there is a negative
effect on consumption due to a reduced wage share. If the economy
is profit-led, the former effects dominate and a higher profit share
raises output. If the economy is wage-led, the latter effect dominates
and a higher profit share lowers output. This type of ambiguous out-
come was first identified by Taylor (1983). The current model modestly
supplements his analysis by introducing a profit share effect on stock
market wealth and consumption. That additional channel increases the
likelihood that economies are profit-led.

The impact on investment is also ambiguous. On one hand there is a
direct positive profit share effect. However, balanced against that there is
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the income accelerator effect, the sign of which is ambiguous and could
offset the profit share effect. If the economy is profit-led, the acceler-
ator effect is positive and reinforces the profit share effect. However,
if the economy is wage-led it offsets the profit share effect and could
overwhelm it.

That gives rise to the paradox that output could fall because the
economy is wage-led, yet the growth rate could increase because the
investment share increases. This unusual growth effect follows from spec-
ifying growth as a function of the investment share rather than the rate
of capital accumulation (I/K), and it shows the significance of alternative
specifications of the growth function.3

An increase in the propensity to consume by workers or managers
increases output and investment because it raises AD. An increase in
workers’ share of the wage bill (higher b) has an unambiguously positive
effect on output and investment. This is because it transfers wage income
to workers from managers, and the former have a higher propensity to
consume out of wage income. This illustrates how the model can be both
profit- and wage-led, as a higher profit share and a higher worker share
of the wage bill can both be expansionary.

An increase in the dividend payout ratio (higher v) has an unambigu-
ously positive effect on both output and investment. That is because
it increases disposable income, which increases consumption spending,
which in turn raises output and investment. At the same time, increasing
the dividend payout does not crowd out investment, because firms still
have ample profits to finance investment.

Lastly, a stock market boom driven by investor exuberance (higher q)
also unambiguously raises output and investment. First, it increases stock
market wealth, which increases consumption. That raises output, which
then has a positive accelerator effect on investment. Additionally, higher
stock prices have a direct positive effect on investment via the Tobin q
channel whereby higher stock multiples lower the required return on
equity capital. In effect, stock market exuberance constitutes a form of
animal spirits and its effect is always positive; higher stock market animal
spirits constitute a form of Keynesian “free lunch”.

3.4 Photo 2: conflictual capitalism of the 1970s

The 1970s witnessed the end of the golden age and a change of eco-
nomic regime as the boom times of the 1960s gave way to stagflation and
exacerbated conflict over income distribution. The new regime can be
interpreted as one in which firms became subject to financial constraints
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owing to a high employment squeeze on profits. In the profit-squeeze
regime, investment spending and dividend payouts are characterized as
follows:

I=Min[I∗, [1−v]P] (13.1)

I∗ > [1−v]P (13.2)

R = vP (13.3)

The important feature is that desired investment spending now exceeds
retained profits so that investment spending becomes profit-constrained.
There are two explanations for this new pattern. First, profits fell due
to the OPEC oil shocks and a profit squeeze caused by labor militancy
and high employment wage demands. Second, firms had previously
expanded dividend payments and were now committed to maintaining
those payments to shareholders.

Solving (13.1)–(13.3) yields I = [1 − v]P, reflecting the profit con-
straint on investment. Substituting this expression for investment in
the equations of the basic model in turn yields an expression for output,
given by

y∗ = α0/{1−{α1b+α2[1−b]}[1− sP]− {α3v+α4q+[1−v]}sP} (14)

The comparative statics are

dy/dsP
>
<0,dy/db > 0,dy/dq > 0,dy/dv < 0.

dI/dsP
>
<0,dI/db > 0,dI/dq > 0,dI/dv < 0.

Once again the effect of a higher profit share (higher sP) is ambiguous,
for the familiar profit- versus wage-led reasons. However, in a regime
where firms are profit-squeezed it is more likely that the economy will
be profit-led. This is because the direct impact of a higher profit share
on investment spending is likely larger, since it relaxes a financial con-
straint on firms’ investment spending. Relaxing the profit constraint will
have a large effect if v is small (that is, dividend payouts are small and
retained profits are large), in which case the additional profit is spent
almost entirely on investment. That positive effect may overhelm the
negative impact on consumption that follows from a reduced wage share.

Since firms are profit constrained, output and investment fall in
response to increased dividend payouts (higher v). This is because
increased dividends reduce investment spending by a full dollar yet
households spend only a fraction of their dividend income (1 > α3).
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The stock market exuberance effect (higher q) remains unambiguously
positive.

Lastly, shifts in the distribution of the wage bill toward workers still
have an unambiguously positive effect on output and investment. How-
ever, this highlights a dilemma of the profit-squeeze regime, which may
not be able to accomplish a stable adjustment. Suppose profits need to be
restored, and this causes a higher markup that raises the profit share. The
same forces that raise the profit share may also lower workers’ share of
the wage bill, in which case the outcome could be contractionary. What
may be needed is a higher profit share and a higher worker share of the
wage bill, but the market has no way of accomplishing this. That speaks
to a potentially important role for measures such as incomes policy and
corporate governance policies that constrain managerial pay while at the
same time allowing a higher profit share.

3.5 Photo 3: 1980s leveraged buyout capitalism

The 1970s surfaced incipient conflicts within the economy by imposing
a profit constraint on firms. The 1980s can be viewed as inaugurating
the era of financialization that constituted part of a corporate strategy for
addressing the challenges raised in the 1970s. Thus, firms started borrow-
ing heavily to fund activities such as leveraged buyouts. This borrowing
served three purposes. First, it pleased Wall Street by returning funds to
shareholders. Second, it allowed firms to finance their desired investment
spending plans. Third, it loaded firms up with debt, thereby pre-empting
the income claims of workers. Furthermore, structural changes in the
labor market weakened the bargaining position of workers. This shifted
the distribution of the wage bill in favor of managers, a shift that is exem-
plified by the CEO pay explosion (see data provided by Mishel et al. 2009,
p.221).

Capturing these developments requires respecifying firms’ financ-
ing and investment decisions, which are described by the following
equations:

D=D−1+B (15.1)

B=Min[DMax−D−1,B∗] = B∗ (15.2)

B∗ = BDIV+BINV (15.3)

BINV = [I∗ − [1−v]P] (15.4)

R = vP+BDIV+ iD−1 (15.5)
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I=Max[I∗, [1−v]P− iD−1+BINV] = I∗ (15.6)

wN= sW[y− ziD−1] 0 < z < 1 (15.7)

P= spy+ sWziD−1 (15.8)

V= q[P− iD−1]+D−1 (15.9)

where B = actual corporate borrowing, D−1 = last period’s corpo-
rate debt, DMAX =firms’ debt ceiling, B* = firms’ desired borrowing,
BDIV =borrowing to finance buyouts, BINV =borrowing to finance
desired investment, and i = nominal interest rate on debt.4

The logic of these relations is as follows. Equation (15.1) describes the
evolution of firms’ indebtedness. Equation (15.2) describes actual bor-
rowing by firms, and it is assumed that firms can borrow as much as
they desire (B∗) because their balance sheets are still relatively unencum-
bered so that debt is below their debt ceiling. Equation (15.3) decomposes
desired borrowing into borrowing to finance an exogenously given
leveraged payout to shareholders plus borrowing to finance desired
investment. Equation (15.4) defines borrowing to finance investment as
equal to the shortfall between retained profits and desired investment.

Equation (15.5) determines the total payout to shareholders, which
consists of dividends from profits, the leveraged payout, and interest on
existing debt. Equation (15.6) determines actual investment spending.

Equations (15.7) and (15.8) determine the wage bill and profits. The
important innovation is that the amount of income available for wages
is reduced by debt service payments, reflecting how balance sheet engi-
neering can pre-empt income claims of other stakeholders (Bronars and
Deere, 1991). The coefficient z determines the extent to which debt
reduces income available for wages by intimidating workers with the
threat of bankruptcy. Pure neoclassical theory provides a benchmark that
sets z = 0. The argument is that labor market competition ensures work-
ers are paid their marginal product, which is technologically determined
and unaffected by financial engineering. Kaleckian theory, however,
argues that z > 0 because wages are determined by relative bargaining
power.

Lastly, Equation (15.9) determines financial wealth which now consists
of stock market wealth and debt claims against corporations. The value
of equities is determined by the value of profits after interest payments.
The value of debt is its face value. Substituting (15.7) into (15.9) yields

V= q[spy+ sWziD−1− iD−1]+D−1 (16)
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The term sWziD−1 represents the addition to shareholder value that
comes from re-engineering the balance sheet and pre-empting wage
claims in favor of profits.

Once again, neoclassical theory provides a benchmark. First, it main-
tains z= 0. Second, under the Modigliani–Miller (1958) theorem a dollar
of income is always valued the same, regardless whether it is paid out as
dividends or interest, so that q= 1/i. Consequently, the value of financial
wealth is unchanged by financial engineering, and V = qspy. In a Post
Keynesian framework, z can be non-zero and stock prices can be greater
than or less than 1/i depending on the state of market exuberance.

Solving Equations (15.4)–(15.6) yields I = I∗. Combining Equations
(15.1)–(15.9) with the basic model then yields a solution for output,
given by

y∗ = {α0+ β0+α3BDIV+ β3q+{α3[1+v[1− sp]z]−α4q[1−[1− sp]z]
− [α1b+α2[1−b]][1− sp]z+ β2[1− sp]z}iD−1+α4D−1}/
{1−[α1b+α2[1−b]][1− sP]−α3vsp−α4qsp− β1− β2sp} (17)

Equation (17) is a complicated expression, but it is revealing of the
channels whereby financialization affects economic activity.

As before, increases in the profit share are ambiguous because of the
profit-led versus wage-led distinction. Redistributions of the wage bill
toward workers (higher b) remain unambiguously expansionary.

Increases in the dividend payout ratio also remain unambiguously
expansionary. That is because they distribute profit to households who
spend part of it, yet investment is unaffected since firms obtain replace-
ment finance by borrowing (BINV) from banks. Similarly, a higher value
of stock prices also remains unambiguously positive because of the
impact on wealth and consumption, and because of the Tobin q effect
on investment. Thus, the Keynesian animal spirits’ free lunch continues
to operate.

Large leveraged payouts to households (BDIV) are also unambiguously
expansionary. The logic is that firms finance these payouts by borrowing
from banks and pass the funds over to households, which spend part of
them.

Borrowing represents the flow dimension of credit, while debt rep-
resents the stock dimension. Whereas borrowing (BINV and BDIV) is
unambiguously expansionary, the effect of the debt stock is more
nuanced.

In the leveraged buyout regime, firms’ debt stock is below their debt
ceiling (DMAX), which means firms always have access to more credit.



Macroeconomics of Financialization 53

Consequently, the debt stock (D−1) does not constrain borrowing, which
means debt has no adverse effects on firms. It is only later in the finan-
cialization process, when debt constraints bind, that debt stock effects
come fully into play.

One potentially contractionary effect of higher debt stocks is via their
effect on the wage share, which is reduced by pre-empting income to
pay off bondholders. That effectively increases the profit share, which is
contractionary if the economy is wage-led. However, it is expansionary
if the economy is profit-led.

A second effect of higher debt stocks operates via financial valuation
effects. Recall, profit income is transformed into debt payments, which
gives rise to two separate effects. A first, expansionary, effect is that the
transformed profit is fully paid out as interest income. This is expan-
sionary since none is held as retained profit, as can be seen from the
expression for dividend and interest income, which is given by

R = v[spy− iD−1]+ iD−1+BDIV (18)

A second, ambiguous, effect concerns the value of financial wealth.
Transforming profit into interest payments reduces the financial value
of equities and increases the financial value of debt holdings. Financial
wealth increases if q < 1/i, which is expansionary. Alternatively, financial
wealth decreases if q > 1/i, which is contractionary. In a depressed stock
market, financial wealth is increased by using debt to buy back under-
valued equities, whereas financial wealth is decreased by using debt to
buy back overvalued equities.

In sum, as always, there are ambiguities in a complex macroeco-
nomic system. That said, the leveraged buyout period of financialization
was likely highly expansionary for two reasons. First, firms made large
payouts to households, spurring consumption. Second, investment
spending was unaffected because firms could fully finance their desired
investment by borrowing from banks, as their debt was still below their
debt ceiling.

What about the effect on growth? That depends on the impact on
the I/y ratio. Compared to the 1970s conflictual capitalism regime, the
leverage buyout regime likely contributed to a recovery of growth. How-
ever, compared to the unconstrained golden age, the effect is ambiguous
and depends on the specification of the growth process. If growth is a
function of the investment share (I/Y) there was likely little impact, as
both I and Y both increase. However, if growth is a function of the accu-
mulation rate (I/K) there may have been an increase in growth, since I
increases.
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3.6 Photo 4: 1990s and 2000s consumer debt
capitalism

The corporate leveraged buyout boom that lasted until the early 1990s
was succeeded by a consumer debt boom that lasted until the bust of
2007. Consumer borrowing is a critical part of the financialization nar-
rative, yet it has been largely overlooked in the Post Keynesian literature.
Just as corporate balance sheets were leveraged up to transfer income and
spur growth, so too were household balance sheets.

This section addresses the issue of consumer financialization using
a simple framework presented in Palley (1994, 1997a), augmented to
include wealth effects operating via the stock market and via collateral
effects. To simplify the presentation, the stylized model treats investment
as exogenous and abstracts from the corporate sector issues identified in
the previous section. This allows an exclusive focus on financialization’s
consumption dimension.

The basic model of consumer financialization is given by

y=C+ I (19)

C=CW+CK (20)

CW = bwN− iD−1+B (21)

CK = α2[1−b]wN+α3R+α4V (22)

I= I0 (23)

sw+ sP = 1 1 > sw > 0,1 > sp > 0 (24)

wN= sWy (25)

P= spy (26)

B=Min[DMAX−D−1,ϕwN] ϕ > 0 (27)

D=D−1+B (28)

R = v[P+ iD−1] (29)

V= q[P+ iD−1] (30)

C = aggregate consumption, CW = consumption of debtor (worker)
households, CK = consumption of creditor (capitalist) households, B =
worker borrowing, D−1 = last period’s debt of worker households.

Introducing consumer debt requires distinguishing between debtor
and creditor households. It is assumed that worker households do all
the borrowing and that they have a marginal propensity to consume of
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unity. That means all wealth is held by manager/capitalist households,
and only they receive dividend and interest income. Workers borrow
from banks, which are treated as part of the corporate sector. Instead of
firms making interest payments to households (as in the previous section
with corporate leverage buyouts), debtor households make interest pay-
ments to firms. Part of those interest payments is then redistributed as
dividends to capitalist households.

Equation (19) is the national income identity. Equation (20) defines
aggregate consumption, which consists of consumption by worker-
debtor households and capitalist-creditor households. Equation (21)
describes the consumption of worker households which is financed
by wage income and borrowing but is reduced by debt interest pay-
ments. Equation (22) describes the consumption of capitalist house-
holds. Equation (23) determines investment, which for simplicity is
exogenous. Equation (24) is the wage and profit share adding-up con-
straint. Equation (25) determines the wage share, and Equation (26)
determines the investment share.

Equations (27)–(30) describe the financial dimensions of consumer
financialization. Equation (27) determines consumer borrowing. Each
period, workers borrow a fraction, ϕ, of their wage income as long as their
total debt remains below their debt ceiling. Equation (28) determines the
evolution of household debt. Equation (29) determines dividend income
paid to capitalists which is derived from profits and interest income
received by banks. Equation (30) determines the value of stock market
wealth, which is the value placed on profits and bank interest income.
The solution to the model is given by

y∗ = {I0+[α3v+α4q−1]iD−1}/{1−b[1− sp]−α2[1−b][1− sp]
−ϕ[1− sp]+ [α3v+α4q]sp} (31)

There are four main dimensions to consumer financialization. First,
worker borrowing is unambiguously positive, since it finances additional
worker consumption. This effect is captured in the denominator by the
term – ϕ[1− sp].

Second, higher debt is contractionary if [α3v+ α4q] < 1. The logic is
that higher debt interest payments reduce worker consumption but they
raise capitalist consumption by raising dividend payments from banks
and by raising the stock market wealth of capitalists. Given that workers’
propensity to consume is unity and capitalists’ propensities to consume
out of dividend income and stock market wealth (α3 and α4) is lower,
this debt effect is likely negative.
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Third, the parameter ϕ is of importance since it determines worker
borrowing each period as a multiple of worker income. The processes
of financial innovation and deregulation can be thought of as increas-
ing the value of this parameter, which helped sustain the expansionary
middle stage of financialization.

Fourth, the parameter DMAX is also important, as it limits consumer
borrowing. The processes of financial innovation and deregulation can
be thought of as raising consumers’ debt ceiling, thereby postponing the
day when consumers are debt constrained.

As before, an increase in the profit share reduces consumption by
reducing the wage income of worker and manager/capitalist households.
Balanced against that, it increases capitalists’ consumption by increasing
dividends paid to capitalists and by increasing the value of stock market
wealth held by capitalists. However there is now an additional negative
channel, as a lower wage share reduces the amount that workers borrow
each period. This suggests why consumer financial innovation has been
so important, since raising the borrowing parameter, ϕ, can offset the
negative effect that corporate leverage buyout financialization has on
the wage share.

3.7 Photo 5: debt constraints and the coming
long stagnation

The consumption-led expansion of 2001 to 2007 was followed by the
deepest recession since the Great Depression of the 1930s. This recession
can be thought of as marking the shift to the latest stage of finan-
cialization, when both corporations and consumers have become debt
constrained.

The profound depth of the Great Recession can be captured by a model
that combines the models developed to describe the US economy in the
1980s (Photo 3) and the 1990s and 2000s (Photo 4). The key feature
of this combined model is the need to recognize both corporate and
household debt. Moreover, at this stage households are debt constrained,
while corporations have become anxious about debt levels. That has
prompted both households and corporations to deleverage, so that they
repay debt rather than borrow from banks.

The corporate sector’s finance constraints are given by

DCorp =DCorp
−1 +BCorp (32)

BCorp =DCorp
Max −DCorp

−1 =−ZCorp ≤ 0 (33)
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R = vP−ZCorp+ iDCorp
−1 (34)

I=Min[I∗, [1−v]P−ZCorp− iDCorp
−1 ] = [1−v]P−ZCorp− iDCorp

−1 (35)

where DCorp =debt of corporations, BCorp =borrowing of corporations,
–ZCorp = corporate debt repayments. Equation (32) tracks the evolu-
tion of corporations’ debt. Equation (33) determines corporate borrow-
ing, which is now characterized as negative. Equation (34) determines
corporate dividend and interest payments. Equation (35) determines
investment spending.

There are several features about these equations. First, corporations are
treated as debt constrained, reflecting their anxiety about debt and desire
to get back to some maximum level of debt. Equation (33) therefore
has them deleveraging and repaying loans so that BCorp = −ZCorp ≤ 0.
Equation (35) determines investment spending, which is again profit
constrained.

In a sense, the financial crisis moved corporations back to the
earlier profit-constrained regime that characterized the 1970s. How-
ever, the situation was aggravated because corporate balance sheets
were now deteriorated. Given corporate anxiety about debt, that fur-
ther constrained investment spending since firms were deleveraging

(–ZCorp) and paying interest on existing debt (iDCorp
−1 ). That low-

ered investment spending, with negative consequences for output and
growth.

The household sector’s finance constraint is given by

DCons =DCons−1 +BCons (36)

BCons =DCons
MAX−DCons−1 ,=−ZCons < 0 (37)

Households are also debt constrained, and Equation (37) has them
also deleveraging by paying back debt. This is unambiguously con-
tractionary, because it directly reduces worker household consumption
spending.

Whereas before borrowing spurred spending of households and cor-
porations, deleveraging works in reverse as households and firms cut
back spending in order to pay back debt. Moreover, the contrac-
tionary impulse is compounded, because both firms and households
are burdened by debt interest payments that tend to further reduce
demand.
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The equations for the real sector of the economy are given by

y=C+ I (38)

C=CW+CK (39)

CW = bwN− iDCons−1 +BCons (40)

CK = α2[1−b]wN+α3R+α4V (41)

wN= sW[y− ziDCorp
−1 ] 0 < z < 1 (42)

P= spy+ sWziDCorp
−1 (43)

V= q[P− iDCorp
−1 + iDCons−1 ]+DCorp

−1 (44)

Substituting Equation (37) into (40) yields an expression for worker
consumption, given by

CW = bwN− iDCons−1 −ZCons (45)

This expression shows how consumer interest payments and deleverag-
ing reduce worker consumption spending. Though the interest payment
gets partially transferred to capitalist households and supports their con-
sumption, the loan repayment extinguishes bank loans and has a pure
negative impact on aggregate demand.

The level of investment spending is given by

I= [1−v]P−ZCorp− iDCorp
−1 (46)

Corporate interest payments and loan deleveraging have an effect on
firms parallel to that on worker households, reducing investment by
tightening the financial constraint on firms. Corporate loan repayments
extinguish loans and reduce investment without any offsetting positive
effect on AD. Corporate interest payments reduce investment, but have
a positive effect on capitalist household income that supports capitalist
consumption.

Solving the model yields an expression for output, given by

y∗ = {−[b+α2[1−b]][1− sp]ziDCorp
−1 −ZCons−ZCorp− iDCons−1 − iDCorp

−1
(47)

+α3[iDCorp
−1 −ZCorp]+α4[q[iDCons−1 − iDCorp

−1 ]+DCorp
−1 ]

+ {α3v+α4q+[1−v]}[1− sp]ziDCorp
−1 ]}/

{1−[b+α2[1−b]][1− sP]−α3vsp+α4qsp+[1−v]sp}
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This complicated expression is actually fairly simple to understand and
conveys significant insight into the difficulties the economy faced during
the financial crisis and still faces.

The first term in the numerator (–[b +α2[1– b]]{1–sP}ziDCorp
−1 ) is neg-

ative, and reflects the fact that leveraged buyout financialization lowers
the wage share by pre-empting claims on income. That lowers consump-
tion spending of both worker and manager/capitalist households.

The second term in the numerator (–ZCons) is also negative. It rep-
resents the negative impact on consumption of debt deleveraging by
worker households.

The third term in the numerator (–ZCorp) is again negative. It repre-
sents the negative impact on investment of debt deleveraging by firms.
These payments tighten the finance constraint on firms and compel
dollar-for-dollar reductions of investment spending. They also have a
negative effect on dividend payouts, since profits must be used to pay
back loans rather than finance dividends, and that reduces capitalist
household income and consumption (–α3ZCorp).

The fourth term in the numerator (–iDCons−1 ) is also negative. It repre-
sents the negative impact of debt interest payments on the consumption
of worker households.

Finally, the fifth term in the numerator (–iDCorp
−1 ) is also negative. It

represents the negative impact of debt interest payments on firms’ invest-
ment spending. As with loan repayments, these payments tighten the
finance constraint on firms.

Balanced against these negative effects are two positive effects. First,
corporate interest payments are paid to capitalist households, increasing

their income and consumption (α3iDCorp
−1 ). Second, worker interest pay-

ments raise the value of profits, which raises capitalist financial wealth
and consumption (α4q iDCons−1 ). For reasons discussed earlier in connec-
tion with asset market valuations and the Modigliani–Miller theorem,
the effect of corporate debt payments on capitalist financial wealth and

consumption is ambiguous (–α4q iDCons−1 + iDCorp
−1 ).

These numerous channels show how the effects of financialization
ramify throughout the economy. Financialization affects the wage share
and the functional distribution of income; redistributes income between
worker households and capitalist households; transforms profit into
interest that is then paid to capitalist households; and first boosts con-
sumption and investment spending via borrowing, then constrains them
through deleveraging and debt service payments.

One politically interesting feature of the stagnation regime is that the
profit share can be quite high yet firms and the economy can appear
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profit squeezed. This is because profit income is pre-committed to pay
interest obligations and firms are debt constrained and compelled to
deleverage. Such a configuration can create a troubling political economy
in which firms argue they must squeeze wages further to create higher
profits to finance investment. Yet the economic reality is that firms need
to recapitalize to reduce debt rather than increase the profit share.

Lowering the interest rate can have a potentially large beneficial effect
on consumption and investment spending by lowering the debt service

burden on worker households (–iDCons−1 ) and firms (–iDCorp
−1 ). However,

one problem (not modeled) is that though the monetary authority may
lower its base interest rate, market interest rates charged to firms may
actually rise due to increased spreads associated with credit risks from
high leverage and reduced economic activity (Palley, 2008c).

In sum, past accumulation of corporate and consumer debts is likely
to initiate a period of stagnation marked by high unemployment rates
and reduced economic activity levels. Growth will also fall if investment
declines proportionately more than income.

3.8 Conclusion

Financialization has been a major feature of the US economic land-
scape over the past 30 years. The process of financialization has been
a long-running evolving process, marked by transition through differ-
ent stages. The early and middle stages were characterized by relatively
robust economic conditions that were fuelled by corporate and con-
sumer borrowing. However, the US economy now appears headed for
extended stagnation owing to accumulated debt burdens and the shift
to deleveraging in place of leveraging.

Financialization should not be thought of in isolation from other eco-
nomic developments. Instead, it should be viewed as the financial arm
of the neoliberal policy paradigm that was put in place in the 1980s to
counter the challenges faced by capital in the late 1960s and 1970s (Pal-
ley, 2009b). The neoliberal paradigm redistributed income from wages
to profits, and it also redistributed wage income away from workers
to manager/capitalists. That redistribution posed a threat to aggregate
demand. Financialization helped fill the hole in demand created by this
redistribution.

The fact that the process of financialization was long-running and
expansionary in the early and middle stages made it extremely hard
to oppose. When times are even half-good it is difficult to push policy
change, because both the policy and political process have an inbuilt bias
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against implementing change in good times. The political cost of change
is immediate and direct, yet the benefit is averting a hypothetical future
problem.

This political bias was further reinforced by the fact that the expansion-
ary phases of the financialization process were able to run for so long.
That is where financial innovation and deregulation became so impor-
tant, as they allowed the debt accumulation and leveraging process to
run far longer than could have been reasonably expected. Moreover, the
run was further extended by a massive housing bubble at the tail end.
Consequently, those who warned about the financialization process were
written off as Cassandras though, like Cassandra, they were ultimately
proven right.

Finally, the unpredictability of evolutionary processes like financializa-
tion has major implications for their economic representation and study.
Such processes are fundamentally innovative and change the structure
of the economy. That means standard time series econometrics will have
great difficulty tracking them because they are subject to repeated struc-
tural breaks. Time series will also be of little use predicting the future,
since that future is driven by a process that does not yet exist. Cross-
section panel analysis will catch features of a particular stage, but that
provides a very incomplete understanding of the fundamental process.
In contrast, a stylized facts – stage of development approach has great
value, as it provides a theoretical understanding of where the process has
come from and is suggestive of where it is likely to go.



4
The Simple Analytics of
Debt-driven Business Cycles

Chapter 3 presented a static stages of development model of financial-
ization. A key feature was increasing debt and debt burdens in both the
household and corporate sector. This chapter explores how debt can give
rise to boom–bust business cycles.

Mainstream macroeconomics has a long history of interest in money
and the business cycle, but it has displayed relatively less interest in
the relation between credit and the business cycle. In contrast, the Post
Keynesian Kaleckian tradition, which informs this study of financializa-
tion, places credit at the center of macroeconomics. First, bank lending
is at the center of the money supply creation process (Moore, 1988).
Second, nominal debt explains why downward price and nominal wage
adjustment are incapable of solving the Keynesian problem of deficient
demand (Tobin, 1980; Caskey and Fazarri, 1987; Palley, 1991/92, 1999,
2008a, 2008d). Third, the interaction between the positive aggregate
demand effects of borrowing and the negative aggregate demand effects
of debt constitute a critical mechanism driving the business cycle and
creating financial instability (Minsky, 1982; Gallegati and Gardini, 1991;
Semmler and Franke, 1991; Skott, 1994; Palley, 1994, 1997a; Skott and
Ryoo, 2008).

This chapter excavates the role of debt in the business cycle and
explores the different channels through which debt contributes to
fluctuations in real economic activity. A Keynes–Kalecki analysis of
debt focuses on its negative impact on aggregate demand (AD).

This chapter is a significantly reworked version of a paper originally presented
at the Allied Social Science Association meetings held in San Diego, CA, January
3–5, 2004. That paper was subsequently released as “The simple analytics of debt-
driven business cycle,” Working Paper 200, Political Economy Research Institute,
University of Massachusetts, Amherst, April 2009.
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Financialization has aggravated the economy’s demand constraint by
adversely impacting income distribution. The resulting shortage of
demand was filled by borrowing that financed spending, but that bor-
rowing increased debt and strengthened the role of debt in generating
business cycles.

4.1 Channels of debt-driven business cycles

There are two core channels whereby debt generates cycles. The
first, which was pioneered by Kalecki (1937) and extended by Min-
sky (1982), can be termed the “balance sheet congestion” channel.
Kalecki’s (1937) balance sheet congestion channel works through his
principle of “increasing risk.” The argument is that as firms borrow
and become more leveraged, they are exposed to greater likelihood of
bankruptcy. That raises the required rate of return on projects, thereby
discouraging investment (Mott, 1985/86). This balance sheet conges-
tion channel can also be interpreted in terms of credit rationing (Stiglitz
and Weiss, 1981). Thus, accumulation of debt over the course of the
cycle leads to deterioration in the quality of firms’ balance sheets and
increased debt service obligations, which in turn restricts firms’ ability
to borrow and finance further investment. Early examples of busi-
ness cycle models that rely on balance sheet congestion effects include
Gallegati and Gardini (1991), Franke and Semmler (1991), and Skott
(1994).

The second channel can be termed the “debt service transfer” chan-
nel. It was pioneered by Fisher (1933) and has been applied in a business
cycle context by Palley (1994, 1997a). The key feature is that debtors and
creditors have different marginal propensities to consume (MPC) so that
transfers from debtors to creditors have AD effects that drive the cycle.1

Palley (1994) places this channel in a consumption-focused model of
the business cycle where there are transfers between debtor and creditor
households. Transfers can also operate between firms and households,
but there are important analytical differences between the two. The inter-
household transfer channel rests on differences in propensities to spend
between debtor and creditor households; impacts aggregate consump-
tion spending (C); and is unambiguously contractionary because debtor
households have a higher propensity to consume. The firm–household
debt service transfer channel involves transfers from debtor firms to
creditor households; impacts both investment (I) and consumption (C)
spending; and can be contractionary or expansionary depending on the
size of households’ propensity to consume relative to firms’ propensity
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Debt effects
on AD 

Balance sheet
congestion channel

Firms borrowing
Constrained (I)

Debt service
transfer channel

Households borrowing
constrained (C)

Transfers from debtor firms
to creditor households (C and I)

Transfers from debtor
to creditor households (C)

Figure 4.1 Channels via which debt impacts economic activity and causes
business cycle

to invest out of free cash flows. These channels of impact are illustrated
in Figure 4.1.

4.2 Propagating mechanisms of debt-driven
cycles

The economic effects transmitted through the balance sheet conges-
tion and debt service transfer channels in turn rely on two propagating
mechanisms that can generate cycles of instability. One propagation
mechanism is the familiar multiplier-accelerator mechanism developed
by Samuelson (1939). Applied to a model with credit, the multiplier
works via borrowing which adds to AD, and the accelerator kicks in via
the induced change in income that facilitates higher borrowing. This
mechanism can be captured as follows

y= α0+α1y−1+α1b (1)

b= β0+ β1Δy−1 (2)

where y = level of output, b = borrowing, and Δy−1 = y−1 – y−2. The
coefficient α1 constitutes the multiplier mechanism whereby exogenous
changes to demand (α0) or borrowing (β0) change current period AD
and output (y), triggering a subsequent multiplier sequence of output
expansion or contraction, depending on whether the initial change was
positive or negative. The coefficient β1 represents the accelerator mecha-
nism whereby changes in income induce further changes in borrowing.
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This mechanism is critical for generating cycles. The change in past
income (y−1 – y−2) affects current period borrowing and income (y),
acting as an accelerator with regard to prior developments. Current out-
put will fall if the change in past output turns negative, which opens the
way for cycles.

The multiplier (α1)-accelerator (β1) mechanism is an exclusively flow-
based mechanism relating the flow of borrowing to changes in the flow
of income. However, there are also impacts from the accumulated debt
stock. Borrowing increases economic activity, but it also increases the
debt stock, which must be serviced – and debt service payments may
reduce AD and economic activity.

In effect, debt has a Janus-like character whereby increases in debt
(borrowing) initially increase AD, but subsequent debt service payments
on the increased debt stock reduce AD. These negative debt stock effects
impact consumption via household borrowing, and they impact invest-
ment spending via firm borrowing. This flow-stock effect is analogous
to a predator–prey mechanism that supplements the basic multiplier-
accelerator mechanism. Income serves as prey that feeds the capacity to
accumulate debt, and the accumulated debt stock is the predator that
feeds on income.

Figure 4.2 illustrates these twin mechanisms. The right-hand loop
between borrowing and income flows constitutes the familiar multiplier-
accelerator mechanism. The predator–prey mechanism operates across
the two loops. Higher income allows for additional borrowing that
in turn raises debt, but higher levels of debt reduce AD and income
(the direct channel), reducing borrowing. Additionally, higher debt
reduces the ability to borrow, which then also reduces AD and income
(the indirect channel). The cross-looping process shown in Figure 4.2

Debt Borrowing Income

+ +

+

–

–

Figure 4.2 The predator–prey structure of the interaction between debt and
income. Higher income feeds borrowing and debt, but higher debt reduces
borrowing and income
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represents a stock-flow process in which the stock variable (debt) preys
on flow variables (income and borrowing), while the borrowing and
income flow variables feed the debt stock. Hence the analogy between
debt-driven business cycle models and predator–prey models.

4.3 Two models of the business cycle

The previous section analyzed the propagating mechanisms that can gen-
erate debt-driven business cycles. This section presents two Keynesian
models that illustrate the role of debt in business cycles. The first model
is a consumer debt model with debt service transfers between debtor
and creditor households. The second model shows how the debt service
transfer mechanism also works between households and firms.

In both models the economic logic of cycles is similar. Borrowing
to finance consumption and investment increases AD, which expands
income. It also increases debt. Accumulating debt burdens start to slow
borrowing and eventually outweighs the positive effect of new borrow-
ing, at which stage the cycle goes into reverse. The downturn is marked
by debt repayment, which lowers AD and income but also reduces
debt burdens. Eventually, the benefit of reduced debt burdens comes
to dominate, and the cycle reverts to expansion mode.

4.3.1 A consumer debt model of the business cycle

The starting point for the analysis is the model of a consumer-debt-
driven business cycle presented by Palley (1994). That model involves
two types of households – debtors and creditors. Debtor households bor-
row from creditor households and have a higher marginal propensity
to consume. Consequently, their borrowing increases AD and output,
and the increase in output raises their debt ceiling, thereby allowing
additional borrowing. This is the multiplier-accelerator mechanism.

The predator–prey mechanism works through debt service burdens.
Thus, additional borrowing raises debtor household indebtedness, which
increases debt service transfers to creditor households. Since debtors have
a higher propensity to consume, these transfers reduce AD, and in this
way accumulated debt preys on output.

This process is captured in the following six-equation model:

yt = c1,t+ c2,t+ a0 [Aggregate Demand] (3)

c1,t = a1[zyt−1

− St]+ΔDt 0 < a1 < 1,0 < z < 1 [Debtor consumption] (4)
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c2,t = a2[[1− z]yt−1+ St−ΔDt]
0 < a2 < 1,a1 > a2 [Creditor consumption]
[1− z]yt+ St−ΔDt > 0 (5)

ΔDt =Dt−Dt−1 [Borrowing] (6)

Dt = a3zyt−1 a3 > 0 [Debt ceiling] (7)

St = rDt−1 [Debt service payments]
(8)

y= level of real output, c1= real consumption of debtor households, c2=
real consumption of creditor households, a0 = autonomous expendi-
tures, a1 =MPC of debtor households, a2 =MPC of creditor households,
z = share of income received by debtor households, r = real interest rate,
ΔD = change in the level of real debt, S = level of real interest service
payments on debt, and D = level of real debt of debtor households. Sub-
scripts represent dates, with the subscript t referring to current period
outcomes.

Equation (3) has current period output being determined by AD,
which depends on consumption of debtor and creditor households and
autonomous expenditures. Equation (4) determines consumption of
debtor households, which depends on income adjusted for debt service
payments plus borrowing. All borrowing is spent. Equation (5) deter-
mines consumption of creditor households, which depends on income
adjusted for debt service receipts less lending. This adjusted income is
restricted to be positive. Debtor households are assumed to have a higher
marginal propensity to consume than creditor households. Equation (6)
defines the change in the level of debt.

Equation (7) describes the relation between debt and income. The
coefficient a3 represents the debt–income leverage ratio. There are two
possible interpretations of this relation. The first is that last period’s
income represents the borrower’s expectations of current income, in
which case the coefficient a3 represents a desired debt–income ratio.
Alternatively, last period income is what lenders observe, and this
determines the loan ceiling. In this case the coefficient a3 represents a
debt–income ceiling, and borrowers are implicitly always constrained by
this ceiling. Finally, Equation (8) is the debt service equation. Interest is
paid in arrears, so that the debt service is based on the last period’s debt.
The real service burden is the real interest rate multiplied by the real level
of debt. The above specification implies that the real interest rate is fixed.
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Substituting Equations (4) and (5) into (3) yields a semi-reduced form

yt = b0+b1yt−1+b2ΔDt+b3St (9)

where b0 = a0 > 0; 0 < b1 = a1z + a2[1–z] < 1; 0 < b2 = [1–a2] < 1;
and 0 > b3 = [a2 – a1] > –1. Equation (9) provides insight into the
dynamics of the model. Aggregate demand depends positively on the last
period’s income, which affects current consumption. b1 is the aggregate
MPC, which is a weighted average of the MPCs of debtors and creditors,
where the weights are income shares. AD also depends positively on
changes in the level of debt, ΔD. New borrowing, which increases debt,
is expansionary because it finances additional expenditures. Debt repay-
ment, which decreases debt, is contractionary. Borrowers are assumed
to spend all their borrowings (that is, have an MPC of unity for bor-
rowed funds). Borrowing therefore increases aggregate demand because
it transfers income from low MPC creditor/lender households to higher
MPC debtor/borrower households. Debt repayments operate in reverse.
Lastly, debt service payments (S) are contractionary, since they trans-
fer income from debtors to creditors. The coefficient b3 represents the
difference between the MPCs of debtors and creditors.2

Equation (9) is also instructive of how the process of financialization,
described in Chapters 2 and 3, has affected the economy. First, redistribu-
tion of income (both profit share and wage bill division), can be thought
of as having increased creditor incomes. That has lowered the average
propensity to consume (b1) and weakened the demand-generating pro-
cess. Second, this weakness can be offset by increased borrowing (ΔD).
Third, from Equation (7) it can be seen that the extent of borrowing
depends on the debt–income ceiling parameter (a3), which financializa-
tion has increased via product innovation, expanded access to credit,
and increased risk taking by financial intermediaries.

Substituting Equations (6)–(8) into Equation (9) yields a standard
second-order difference equation in y, given by

yt = b0+[b1+b2a3z]yt−1+[b2−b3r]a3zyt−2 =A0+A1yt−1+A2yt−2
(10)

A0 = b0 > 0,A1 = [b1+b2a3z]> 0,A2 =−[b2−b3r]a3z < 0

The solution to the particular integral for this equation is

yp = b0/[1−b1−b3a3zr] = a0/{1−[a1z+ a2[1− z]]− [a2− a1]a3zr}
(11)

yp constitutes the long-run equilibrium level of income to which the
economy converges if it is stable.
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Differentiating yp with respect to z, a3, and r yields

δyp/δz=−[a0]{[a2− a1][1− a3r]/{}2>
<0 if 1− a3r><0

δyp/δa3 =−[a0]{−[a2− a1]zr}/{}2 < 0

δyp/δr=−[a0]{−[a2− a1]a3z}/{}2 < 0

Increases in debtor households’ share of income (z) is expansionary if
a3r < 1, which is almost certainly true for all plausible values of a3 and
r. The logic is that debtor households have a higher marginal propensity
to spend, so that increasing their share of income increases AD. How-
ever, raising their income also increases their borrowing, which adds
a contractionary effect via increased debt service transfers. For equilib-
rium income to rise as a result of increasing the debtor income share,
borrowing must not increase by too much (a3r < 1).

Increases in the borrowing ceiling (a3) and the real interest rate (r)
both reduce equilibrium income. This is because both of these raise
the equilibrium debt service burden of debtor households, which lowers
equilibrium AD and output.

These comparative static outcomes help explain the economic dif-
ficulties the USA and other developed country economies face in the
wake of the financial crisis of 2008. First, financialization has lowered
debtor (worker) households’ share of income, which has lowered equi-
librium AD. This helps explain the persistent demand weakness since the
crisis. Second, financialization increased the debt–income ceiling. That
increased borrowing, which initially offset the demand weakness caused
by worsened income distribution. However, it has ultimately resulted
in higher debt burdens that now permanently depress AD. As for inter-
est rates, during the period of boom they were higher so that monetary
policy worked to offset the expansionary demand effects of increased
borrowing. In the wake of the crisis, monetary policy has lowered rates
in an attempt to reduce debt burdens and increase AD, but interest
rates are now blocked from falling further by the zero lower bound and
unavoidable credit default risks that place a limit on how low they can go.

Finally, there is the issue of stability. The Routh–Hurwicz conditions
(see Footnote 16) show that instability is more likely: (i) the greater the
marginal impact on spending from new borrowing, b2; (ii) the greater
the allowable debt–income ratio, a3; (iii) the greater the share of income
going to debtors, z; (iv) the greater the net marginal effect of debt service
on AD, |b3|; and (v) the higher the real interest rate.3

Increases in b2, a3, and z increase the multiplier effect of changes
in income by generating larger induced expansions of AD through
borrowing. This can generate instability by causing explosive expansions
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of income, debt, and AD. The same holds for increases in |b3|, which
represents the difference in propensity to consume of debtor and cred-
itor households. Financialization has therefore had competing stability
impacts. Lowering the debtor share of income has been stabilizing but
contractionary, while increasing the allowable debt–income ratio was
initially expansionary but ultimately became contractionary and also
destabilizing.

4.3.2 A firm debt model of the business cycle

Consumer debt represents one source of transfers between debtors and
creditors. However, firms also borrow, which creates another source of
transfers that can also generate business cycles. The logic of business
debt-driven models of the business cycle (Gallegati and Gardini, 1991;
Franke and Semmler, 1991; Skott, 1994) pivots off the empirical findings
of Fazzari et al. (1988) that investment spending is positively influenced
by the level of firms’ internal cash flows. This indicates that firms are
subject to finance constraints which are relaxed by increased cash flows
and access to borrowing, and the finance constraint opens an avenue
for business borrowing and debt to impact investment spending and
AD. Cycles can emerge if firms’ borrowing capacity is subject to cycli-
cal balance sheet congestion effects that impose cyclical limits on the
amount they can borrow to finance investment. Additionally, a debt ser-
vice transfer mechanism can be incorporated to recognize that indebted
firms make payments to households. This effect requires amending the
consumption function to take account of household lending to firms
and the associated interest income from firms.4

These channels are included in the following six-equation model:

yt = ct+ It+G (12)

ct = η0+η1{[1−ϕ]yt−1+[1−γ]ϕyt−1+rDt−1}−ΔDt η0 >0,0<η1 <1,

0<ϕ<1,0<γ<1
(13)

It = α0+α1yt−1+α2CFt α0,α1,α2 > 0
(14)

CFt = γϕyt−1− rDt−1+ΔDt (15)

ΔDt =Dt−Dt−1 (16)

Dt =Ωϕyt−1 (17)

I = real investment spending, G = government spending, CF = real cash
flows available in period t, γ = firms’ profit retention ratio, ϕ = profit
share, and ΔDt = firm borrowing or repayment.
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Equation (12) is the goods market clearing condition. Equation (13)
is an aggregate consumption function (without consumer borrowing).
Aggregate consumption depends on the wage share, [1 – ϕ]yt−1; the
share of profits paid out as dividends, [1– γ]ϕyt−1; debt service income
received from firms (rDt−1); and lending to firms (ΔDt).5 The important
feature is that households now lend to firms and receive interest income
from firms. Equation (14) is an investment function in which invest-
ment depends on lagged output and available cash flow. Equation (15)
determines cash flow which depends on retained profits less interest plus
(minus) new borrowing (debt repayment). Equation (16) determines bor-
rowing, and Equation (17) determines firms’ debt level. Firms are always
at their debt ceiling, which is a multiple of the profit share.

Substitution of Equations (13), (14), (15), (16) and (17) into Equation
(12) yields a second-order difference equation, given by

yt = {η0+α0 +G}+ {η1{[1−ϕ]+ [1−γ]ϕ}+α1 +α2ϕ[γ+Ω]−Ωϕ}yt−1

+{[1−α2]+ [η1 −α2]r}Ωϕyt−2

=A0+A1yt−1+A2yt−2 (18)

where A0 = η0+ α0+ G > 0, A1 = {η1{[1–ϕ] + [1–γ]ϕ}+α1 + α2ϕ[γ+Ω] –
Ωϕ}> 0, and A2 = {[1−α2]+ [η1−α2]r}Ωϕ > 0.

With regard to generation of cycles, the same two mechanisms are
at work. One is the familiar multiplier-accelerator mechanism (Samuel-
son, 1939), which works through the effect of income on investment via
firms’ cash flows. The second is a variant of the predator–prey mecha-
nism that works via transfer of debt service from firms to households.
Higher output increases profits, which increases borrowing and debt.
However, higher debt reduces free cash flow, which reduces investment
and income.

The permanent solution is given by

yp =A0/{1−{η1{[1−ϕ]+ [1−γ]ϕ}+α1+α2ϕγ]}− [η1−α2]rΩϕ} (19)

Differentiating with respect to firms’ debt ceiling, the interest rate and
borrowing limit yields

δyp/δΩ>
<0 if η1

>
<α2 δyp/δr><0 if η1

>
<α2

Increased debt capacity and higher interest rates both increase equi-
librium income if households’ propensity to spend exceeds firms’
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propensity to invest out of cash flow, and they reduce equilibrium
income otherwise.

In the consumer debt model, interest transfers from debtor households
to creditor households are unambiguously contractionary because credi-
tors have a lower consumption propensity. The extent to which interest
transfers are contractionary depends on the difference in the propen-
sity to consume of creditor and debtor households. However in the firm
debt model, the effect can go either way depending on the size of house-
holds’ propensity to consume relative to firms’ propensity to invest from
cash flows. Interest transfers from firms to households are contractionary
if firms’ propensity to invest out of free cash flow exceeds households’
propensity to consume. They are expansionary if the opposite holds.

The effect of income distribution on equilibrium output (δyp/δϕ) is also
ambiguous. Increases in the wage share will tend to be expansionary
if households have a high propensity to consume (large η1) and firms
have a low propensity to invest out of cash flow (small α2). In this case,
shifting income to wages adds to consumption but has little impact on
investment spending.

Lastly, the parameters η1and α2, representing the propensities to spend
of households and firms, are also critical for stability. The Routh–Hurwicz
stability conditions are the same as before (see Footnote 8). The critical
condition is 1 – A2 > 0. This can be violated if η1 and r are large and α2 is
small. Under these conditions, borrowing by firms raises investment and
AD, while firms also make debt service transfers to creditor households
that also increase AD. That can produce an explosive outcome, as debt-
financed investment spending fuels AD which in turn fuels more debt-
financed investment.

4.3.3 A combined model with consumer and firm debt

The above business debt model of the business cycle can be combined
with the earlier consumer debt model. However, there are three compli-
cations. The first is that rather than having an aggregate consumption
function there is a need for separate consumption functions for creditor
and debtor households.

The second complication is that corporate ownership must be allo-
cated across debtor and creditor households. The simplest treatment is
to assume debtor households have no assets and the corporate sector
is entirely owned by creditor households. In that case creditor house-
holds receive all dividend and debt service payments from both firms
and debtor households. As creditor households have a lower propensity
to consume, this also makes it more likely that business interest transfers
are contractionary.
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The third complication is that the wage bill, [1 – ϕ]yt−1, must be
allocated across debtor and creditor households. Increases in debtor
households’ share of the wage bill will be expansionary, and they will
also raise the borrowing limit of debtor households.

Since both the pure consumer debt and pure business debt models
can produce cycles, so too can a combined model. The balance sheet
congestion effects, captured by the debt–income limits, work in the
same direction on both households and firms. The debt service transfer
mechanism will also work in the same direction if firms’ propensity to
invest out of free cash flows is greater than creditor households’ propen-
sity to consume. The combination of debt service transfer mechanisms
can therefore produce cycles of greater amplitude. In sum, debt service
transfers, both between households and between firms and households,
provide a robust mechanism for generating debt-driven business cycles.
This mechanism has great economic common sense and seems especially
relevant in light of current real world conditions.

4.4 Financial sector effects on the business cycle

The previous section presented two models in which debt affects AD to
create cycles in the goods market. This section explores a range of finan-
cial sector mechanisms that can amplify the business cycle by making
credit availability more pro-cyclical. Such financial sector mechanisms
are particularly associated with the work of Hyman Minsky (1959a,
1959b, 1975, 1982, 1986, 1992).

4.4.1 Asset price and collateral effects

Minsky emphasizes the significance of asset price movements as a force
driving the business cycle. Such a feature can be readily incorporated
in the above business cycle model by making corporate and household
debt ceilings a function of collateral values, with collateral values in turn
depending on asset prices. This provides a channel whereby debt ceilings
can fluctuate pro-cyclically, making for cycles of greater amplitude.

For the consumer debt model, Equation (7) determining debtor
households’ debt ceilings can be modified as follows:

Dt = λVt+ a3zyt−1 λ > 0 (20)

Vt = ptE (21)

pt = qϕyt−1 q > 0 (22)
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where V = value of debtor household assets, p = price of assets, E =
asset units (perhaps equities). Equation (20) determines debt ceilings as a
function of collateral values; Equation (21) determines collateral values;
and Equation (22) determines asset prices as a multiple of last period
profits with ϕ being the profit share.

Combining (20), (21) and (22) then yields

Dt = λVt+ a3zyt−1 = λqϕyt−1E+ a3zyt−1 (23)

Now, debt ceilings fluctuate because of pro-cyclical fluctuation in both
asset values and debtor household incomes. The asset value effect enables
additional borrowing that amplifies the cycle. When the cycle peaks,
output declines and the process also goes into reverse with greater force.
This reveals the amplification role of financial markets via asset valuation
collateral effects.

Just as asset price effects can be incorporated in the consumer debt
business cycle model, so too can they be incorporated in the firm debt
model. The process is entirely analogous. Thus, firm debt ceilings can be
modified to depend on the value of firms’ collateral (such as real estate),
which also fluctuates pro-cyclically along with general asset prices. This
requires modifying firms’ debt limit, given by Equation (17), to include
an asset value variable. Thus, suppose firms hold a fixed asset such as land
(L) which acts as collateral. Firms’ debt limit, the value of land holdings,
and the price of land can then be described respectively by

Dt = κKt+Ωϕyt−1 κ > 0 (24)

Kt = υtL (25)

υt = εyt−1 ε > 0 (26)

Combining Equations (24)–(26) then yields

Dt = κεyt−1L+Ωϕyt−1 (27)

Once again, there is a pro-cyclical asset price effect on the debt ceiling
operating via a collateral effect.

Another, more complicated, way of introducing collateral effects is
to model collateral in terms of firms’ capital stock. That stock will in
turn be driven by investment spending and depreciation, with invest-
ment depending on income and borrowing. Since investment spending
is pro-cyclical, the capital stock and collateral will also exhibit pro-
cyclicality, thereby also making firms’ borrowing constraint pro-cyclical.
This approach is adopted by Kiyotaki and Moore (1997), Bernanke and
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Gertler (1996) and Bernanke, Gertler, and Gilchrist (1999). The compli-
cation is that it introduces the capital stock as another endogenous stock
variable. Consequently, instead of reducing to a single second-order dif-
ference equation in output as above, the model becomes a two-equation
simultaneous system of second-order difference equations. Such a sys-
tem can also generate business cycles, but it is mathematically more
complicated while adding little extra economic insight.6

4.4.2 Financial speculation and irrational exuberance

Another original feature of Minsky’s (1982, 1992) work is that financial
markets become increasingly speculative over the course of the cycle.
In his terminology, financing moves from hedge, to speculative, to
Ponzi.7 This framework resonates closely with the notion of “financial
exuberance,” made famous by former Federal Reserve Chairman, Alan
Greenspan. The Minskian schema can be interpreted as one whereby
borrowers become increasingly willing to borrow during cyclical expan-
sions, and lenders become increasingly reckless in their willingness to
lend. This psychosocial aspect to borrowing and lending constitutes a
supplementary feature that adds psychological richness to the basic debt
mechanism.

Such Minskian financial speculation can be incorporated in the debt
service transfer model by respecifying the process by which debt ceil-
ings evolve (Palley, 1994). For the household debt model, this involves
respecifying Equation (7) so that it becomes

Dt = a3zyt−1+ a4zΔyt−1 a4 > 0 (7’)

where Δyt−1 = yt−1 – yt−2. Now, changes in the level of income
positively affect the debt–income ceiling through the coefficient a4.
Equation (7’) introduces an additional accelerator effect that operates via
the debt ceiling. Its economic logic is that borrowers and lenders become
more optimistic in periods of income expansion, enabling increased bor-
rowing. In the original mechanism, given by Equation (7), the debt
ceiling fluctuates pro-cyclically but the leverage ratio is constant, whereas
in Equation (7’) both the debt ceiling and the leverage ratio fluctuate
pro-cyclically, potentially making for cycles of greater amplitude.

Solving the model given by Equations (3), (4), (5), (6), (7’), (8), and (13)
yields a third-order difference equation governing the motion of output,
given by

yt = b0+[b1+b2z[a3+ a4]]yt−1−[b2z[a3+2a4]−b3a3zr−b3a4zr]yt−2

+[b2a4z−b3a4zr]yt−3 (28)
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Regarding stability properties, the main conclusions are that larger val-
ues of b1, b2, |b3|, a3, z, and r, all increase the likelihood of instability
for the reasons discussed earlier. Larger values of a4 also increase the
likelihood of instability. The optimism induced by financial exuber-
ance can therefore make for instability, the mechanism being similar
to that of a “self-fulfilling” prophecy. In the presence of financial exu-
berance, increases in income translate into accelerated debt expansion,
which generates further income expansion and increased financial exu-
berance. The reverse holds for income contractions. The addition of an
“exuberance” effect operating through a4 can therefore render a model
unstable, vindicating Minsky’s (1982) descriptive analysis of the makings
of financial crises.8

Once again, the same mechanism can be incorporated in the firm debt-
driven model of the cycle by respecifying Equation (17) as follows

Dt =Ω1ϕyt−1 +Ω2ϕΔyt−1 Ω1,Ω2 > 0 (17’)

Now it is lending to firms that is subject to an exuberance effect, with
lenders increasing their willingness to lend as profits rise.

Moreover, not only can Minsky’s financial exuberance concept be
applied to debt ceilings (that is, the willingness of banks to lend), it
can also be applied to asset prices and collateral values. Thus, asset prices
can be a positive function of changes in output so that Equation (22)
becomes

pt = q1ϕyt−1+q2ϕΔyt−1 q1,q2 > 0 (22’)

In this case, it is asset markets that are subject to exuberance, and as
asset prices rise this provides more collateral that increases borrowing.
That in turn further raises income and asset prices, in a manner that can
resemble an asset price bubble. Lastly, an alternative formulation that
yields a similar impact is to make the coefficient q1 a positive function
of output. However, that also renders the model non-linear.

4.4.3 Gradual adjustment of debt positions

So far it has been assumed that borrowers are always at their debt ceilings.
In practice borrowers may adjust slowly to their ceilings, reflecting the
fact that it takes time to plan expenditures. In this case debt levels will
be governed by a gradual adjustment mechanism such as

Dt−Dt−1 = h[D∗t −Dt−1] 0 < h < 1 (29)
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D∗t = desired debt, and h is the coefficient of adjustment. For households,
the level of desired debt is the household debt ceiling (Equation (7)). For
firms, it is the firm debt ceiling (Equation (17)).

Equation (29) can then be combined with the two core models. For
the consumer debt model described above this yields a second-order
difference equation determining output, given by

yt = b0+[b1+b2a3zh]yt−1+[b3r−b2h]Dt−1 (30)

Dt = ha3zyt−1+[1−h]Dt−1 (31)

In the event that h= 1, the model is the same as the basic household debt
model. As in that model, increases in b1 and increases in the absolute
value of b3 both increase the likelihood of instability. Increases in h also
increase the likelihood of instability.

Unlike collateral value effects and irrational exuberance effects, grad-
ual adjustment of borrowing is a stabilizing feature of the economy. The
logic is that gradual adjustment means that increases in income generate
smaller subsequent changes in borrowing and AD, therefore reducing the
likelihood of a cumulative unstable expansion. The same holds for con-
tractions in income, with gradual adjustment reducing the likelihood of
a cumulative contraction.

4.4.4 Financial institutions and endogenous money

The models described above are akin to loanable funds models of the
credit market. Thus, creditors are assumed to lend directly to borrow-
ers, and borrowers make debt service payments directly to creditors.
Post Keynesian economics emphasizes that money is endogenously cre-
ated by banks (Moore, 1988). These features (financial institutions and
endogenous money) can be added to the above debt-driven business
cycle models and they have two significant effects.9

First, adding financial intermediaries (FI) creates a filter between
lenders and borrowers. That is because interest payments are made to
FIs, and the extent to which they are received by creditor households
depends on the distribution policies of FIs. To the extent that FIs pay out
less than 100 per cent, this is tantamount to an additional leakage of AD
out of the circular flow. However, this leakage can be offset if FIs lend
out this interest income.

Second, whereas a loanable funds construction of the credit process
views it in terms of transferring existing money balances between lenders
and creditors, an endogenous money perspective views the credit process
as involving the creation of new money balances. As a result, endogenous
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money lending has a larger effect on AD because there is no need for
lenders to forgo spending.

Both of these effects are amplifying effects. Endogenous money ampli-
fies the impact of credit creation on AD, while retention of interest
payments by banks amplifies the negative AD effect of debt service
transfers from debtors to creditors.

Palley (1997a) presents a consumer debt business cycle model with
both endogenous bank credit money and a loanable funds credit market.
The equations of the model are given by

yt = a0+ c1,t+ c2,t (32)

c1,t = a1[zyd,t−1− St]
+ΔD1,t+ΔD2,t 0 < a1 < 1,0 < z < 1 (33)

c2,t = a2{[1− z]yd,t−1

+ St−ΔD2,t} 0<a2 <1,a1 >a2 [1−z]yd,t+St−ΔD2,t >0
(34)

yd,t = [1− t]yt (35)

ΔD1,t =D1,t−D1,t−1 (36)

ΔD2,t =D2,t−D2,t−1 (37)

D1,t = a3zyd,t−1

+ a4zΔyd,t−1 a3 > 0,a4 > 0 (38)

D2,t = a5D1,t a5 > 0 (39)

Δyd,t−1 = yd,t−1−yd,t−2 (40)

St= r[D1,t−1+D2,t−1] (41)

y = level of real output, yd = after-tax income, c1 = real consumption of
debtor households, c2 = real consumption of creditor households, a0 =
autonomous expenditures, a1 = propensity to consume of debtor house-
holds, a2 = propensity to consume of creditor households, z = share of
income received by debtor households, t = tax rate, r = real interest rate,
ΔD1 = change in real bank debt (indirect finance), ΔD2 = change in real
credit market debt (direct finance), S = level of real interest service pay-
ments on total debt, D1= level of real bank debt, D2 = level of real credit
market debt, and Δyd = change in the level of after-tax real income.

The economic logic is entirely analogous to the earlier model of con-
sumer borrowing. The innovation is the introduction of a distinction
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between bank borrowing (ΔD1) and credit market borrowing (ΔD2).
Bank borrowing and credit market borrowing have differential impacts
on consumption of creditors, reflecting the nature of endogenous money.
Endogenous credit money allows banks to lend without affecting the
consumption of their owners since bank lending creates new money.
This contrasts with finance provided directly through credit markets,
which involves the transfer of existing money balances from lenders to
borrowers.

Inspection of Equations (33) and (34) reveals the more expansionary
effect of bank (indirect) finance. Such finance adds a full dollar to aggre-
gate spending, whereas credit market (direct) finance only increases AD
by 1 – a2, which represents the difference in the propensities to consume
of debtors and creditors. Indirect finance creates a dollar of spending,
whereas direct finance redistributes a dollar of spending.

Substituting Equations (33) and (34) into (32) yields

yt = a0+b1yd,t−1+ΔD1,t+[1− a2]ΔD2,t+b2St (42)

where b1 = {a1z + a2[1 – z]} and b2 = [a2 – a1] < 0.
Equation (42) is a semi-reduced form that facilitates understand-

ing the impact of endogenous money. Increases in bank borrowing
(ΔD1,t > 0) increase AD dollar for dollar since banks create money that is
then spent. These expenditures enter the circular flow of money income
and support further economic activity and consumption. The reverse
holds for repayments of bank loans which destroy money. Increases in
direct finance are also expansionary, but less so than increases in bank
lending. Direct finance transfers money income claims from creditors
to debtors, and the net increase in AD is equal to the difference in the
propensities to consume of debtors and creditors ([1–a2]ΔD2,t).

The particular solution for the model is given by

y∗ = a0/{1−b1[1− t]+b2r[1+ a5]a3z[1− t]} (43)

Partial differentiation of (43) generates the following comparative static
effects: (i) A higher interest rate (r) reduces equilibrium income since it
increases the income transfer from debtor to creditor households. (ii)
Increases in the allowable debt–income ratios (a3 and a5) also reduce
equilibrium income, as they increase the debt service burden on debtor
households which have a higher propensity to consume. Though bor-
rowing gives an initial boost to AD, this positive effect is dominated in
the long run by the increased negative debt stock effect. (iii) Shifts in the
distribution of income (z) toward debtor households have an ambiguous
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effect on income. On the one hand, shifts in distribution toward debtor
households have a positive effect owing to debtors’ higher MPC: on the
other hand they have a negative debt stock effect by allowing debtors to
take on larger equilibrium debt burdens.

As the share of bank debt in total debt increases, the amplitude of the
cycle increases and the critical debt–income ratio at which the model
becomes unstable falls. Bank debt has a greater impact on the economy,
reflecting the fact that it is created without diminishing the disposable
income of creditors. Similarly, it is extinguished without increasing the
disposable income of creditors. This feature is destabilizing. From a policy
standpoint, it suggests that monetary authorities may find it useful to
use counter-cyclical regulatory controls that discourage bank lending in
booms and encourage bank lending in slumps. This regulatory proposal
is examined in Chapters 10 and 11.

4.4.5 Endogenous pro-cyclical interest rates

Another possible extension of the model is inclusion of endogenous pro-
cyclical movements of interest rates – perhaps via a leaning against the
wind interest rate policy reaction function that has interest rates rise
as economic activity increases. Such an interest rate policy can serve to
smooth the cycle by offsetting the AD impact of borrowing during the
upturn and loan repayments during the downswing. Thus, higher rates
during the upturn reduce debtor disposable income at a time when they
are borrowing and adding to AD. That tamps down AD and the upward
wave of the cycle. Similarly, lower rates in a downturn increase debtors’
disposable income at a time when they are repaying debt and lowering
AD. That increases AD and limits the downward wave of the cycle.

4.5 Conclusion

Financialization has increased the presence of debt in economies. Debt
is a two-edged sword. It is initially expansionary when it is incurred
as borrowing is spent. Subsequently, however, the burdens associated
with servicing debt are contractionary. This aspect of debt helps explain
the tendency to stagnation in the wake of the Great Recession of 2007
to 2009 as many economies are weighed down by accumulated debt
burdens.

Economic models including debt are readily capable of generating busi-
ness cycles. A key parameter is the debt–income ceiling which affects the
amplitude of the cycle and is also a parameter that is critically relevant
for stability. Financialization has increased the debt–income ceiling via
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financial innovation, increased access to credit, increased risk taking by
lenders, and expanded forms of collateral. That has increased the ampli-
tude of the cycle and may even have created instability. That would
explain the need for more significant policy interventions that create
floors and ceilings to fluctuations.



5
Deflation and Inflation Dynamics
with Debt

A hallmark of financialization has been massive increase in inside
debt (debt contracted between private sector borrowers and lenders).1

Increased debt has played a critical role within the corporate sector,
financing leveraged buyouts and transforming corporate cash flows into
interest payments that squeeze workers by limiting financial resources
available for wage payments.

Increased debt has also played a critical role in maintaining consumer
spending. As discussed in Chapter 2, the economic policy configuration
driven by financialization has fostered wage stagnation, widened income
inequality, and reduced the wage share of national income. Together,
these developments weakened the aggregate demand-generation process
and created a demand gap. Consumer debt played a critical role fill-
ing that gap by giving households access to borrowing which financed
consumer spending.

Inside debt is almost entirely overlooked by mainstream economics
owing to its tendency to model the economy in terms of identical rep-
resentative agents. In contrast, there exists a long tradition in Keynesian
economics (Tobin, 1980; Caskey and Fazarri, 1987; Palley, 1991, 1999,
2008a), grounded in Fisher’s (1933) debt-deflation theory of depressions,
which is very concerned about inside debt. That concern focuses on how
debt adversely impacts the ability of market economies to self-adjust to
both excess supply and excess demand conditions. In the presence of
inside debt, both excess supply and excess demand may trigger price

This chapter draws extensively on material that was first published in “Keynesian
models of deflation and depression revisited,” Journal of Economic Behavior and
Organization, 68 (October 2008): 167–77 and as “Inside debt and the stability of
inflation,” Eastern Economic Journal, 37 (4) (2011): 488–507.
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level dynamics that push the economy in an unstable direction, of
accelerating deflation or accelerating inflation.

This chapter presents a macroeconomic model that augments a semi-
nal paper by Tobin (1975) to include inside debt. The chapter shows how
inside debt can render the price mechanism destabilizing and increased
price flexibility worsens the problem of instability. Financialization has
increased indebtedness and promoted price and nominal wage flexibility
so that economies may now be at significant risk of instability.

5.1 The Tobin model revisited

Within the Tobin (1975) model aggregate demand (AD) is determined by
a conventional macroeconomic framework, given by

E= ε(y,r,m,Z) εy > 0,εr < 0,εm > 0,εZ > 0 (1)

m=m(i,y,πe) mi < 0,my > 0,mπe < 0 (2)

r= i−πe (3)

m=M/p (4)

ε(.) = aggregate demand function, m(.) = real money demand function,
y = level of real income, r = expected real interest rate, m = real money
supply, M= nominal money supply, p= price level, i= nominal interest
rate, πe = expected rate of inflation, and Z = autonomous expenditures.

Equation (1) has AD depending positively on income; negatively on
the expected real interest rate; positively on real money holdings reflect-
ing the operation of the Pigou (1943) real balance effect; and positively
on autonomous expenditures. Equation (2) is the money market clear-
ing condition, and has real money supply equal to real money demand.
The demand for real money balances depends negatively on the nominal
interest rate, positively on income, and negatively on expected inflation.
This latter effect reflects the Tobin (1965)–Mundell (1963) effect whereby
higher expected inflation reduces the demand for real money balances.
Equation (3) is the definition of the real interest rate, and Equation (4)
is the definition of the real money supply.

Combining Equations (1)–(4) yields a general reduced form for AD,
given by

E= ε(y,r(πe,m(M,p),y),m(M,p),Z) εy >0,εr <0,εm >0,εZ >0, (5)

rπe <0,rm <0,ry >0,mM >0,mp <0,

= E(y,p,πe,M,Z) Ey >0,Ep <0,Eπe >0,EM >0,EZ >0
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Higher income increases AD as the income effect is assumed to dominate
any induced interest rate effects (Ey = εy+ εrry > 0). A higher price level
lowers AD and output via the Keynes real money supply and Pigou real
balance effects (Ep = εrrmmp + εmmp < 0). Higher expected inflation
increases AD and output because it reduces money demand, leading to
lower real interest rates that spur spending (Eπe = εrrπe > 0).

This model of AD is then placed in a dynamic framework consisting of
three dynamic adjustment equations governing the evolution of the state
variables – output, inflation, and inflation expectations. Output adjust-
ment is assumed to be governed by the state of excess demand, measured
as the gap between current demand and current output. Positive excess
demand elicits an expansion of output, while negative excess demand
elicits a contraction of output. Price level adjustment is governed by the
gap between actual and potential output.

The dynamic adjustment equations are given by

gy =A(E−y) A1 > 0 (6.a)

π= B(y−y∗)+πe B1 > 0 (6.b)

gπe =C(π−πe) C1 > 0 (6.c)

gy = rate of change of output, π= rate of inflation, gπe = rate of change
of inflation expectations, and y∗ = full employment or potential out-
put. Equation (6.a) is an output adjustment equation in which output
responds positively to excess demand. Equation (6.b) is a natural rate
Phillips equation in which inflation is a function of the output gap
and inflation expectations. Equation (6.c) determines the adjustment
of inflation expectations according to an adaptive principle.

Given the assumption of a constant nominal money supply, the
long-run steady-state equilibrium is given by y = y∗, p = p∗, and
π = πe = 0.2 Appropriate substitution and linearization around steady-
state equilibrium values yields the following set of linearized adjustment
equations:

|gy | |A1[Ey−1] A1Ep A1Eπe ||y−y∗ |
| | | || |
|Δp | = |B1p∗ 0 p∗ ||p−p∗|
| | | || |
|gπe| |C1B1 0 0 ||πe−0|

(7)

The stability conditions are analyzed in the appendix (at the end
of Part I). The critical necessary condition for stability, derived by
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Tobin (1975), is

p∗Ep+C1Eπe < 0 (8)

This can be termed the “Tobin condition.” The term Ep reflects the com-
bined strength of the Pigou and Keynes money supply effects, while the
term Eπe reflects the strength of the Tobin–Mundell effect. The Pigou
and Keynes effects capture how changes in the price level change AD
by changing the real money supply, which changes money wealth and
the real interest rates. The Tobin–Mundell effect captures the effect of
changes in expected inflation, which change the demand for money and
the demand for goods. Stability requires the Pigou and Keynes effects
dominate the Tobin–Mundell effect.

The workings of the model and its stability properties can also be
understood through graphical analysis. Equation (5), determining the
level of AD, can be represented as a set of iso-AD contours along which
income and AD are constant. These iso-AD contours are drawn in [πe,
p] space, as shown in Figure 5.1, and they show combinations of the
price level (p) and inflation or deflation expectations (πe). The slope of
the contours is obtained by differentiating Equation (5) with respect to
p and πe, holding income and AD constant, yielding:

dp/dπe =−Eπe/Ep =−εrrπe/[εrrmmp+ εmmp]> 0

The positive slope of the iso-AD contours reflects the competition
between the Keynes and Pigou effects versus the Tobin–Mundell effect. A
higher price level decreases AD via the Keynes and Pigou effects. Holding
AD constant therefore requires a stronger Tobin–Mundell real interest
rate effect operating via more rapid inflation expectations. Lower iso-
contours are associated with higher levels of AD, so that AD0 > AD1.

Deflation expectations Inflation expectations

Price
level

AD0

AD1

AD* = y*

Figure 5.1 Iso-AD contours
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Deflation expectations Inflation expectations

Price
level

AD0

AD* = y*

Figure 5.2 Graphical analysis of stability in conditions of excess supply and
deflation

The logic is that a lower price level, holding inflation expectations
unchanged, increases AD via the Keynes and Pigou effects.

The graphical model can be used to illustrate the pattern of price
level adjustment under conditions of both excess supply and excess
demand. The former produces deflation while the latter produces infla-
tion. Figure 5.2 shows three different potential price adjustment paths
under conditions of excess supply and deflation. One path has prices
falling infinitely fast with no impact on deflation expectations. This path
corresponds to what Tobin terms Walrasian price adjustment, and along
this path AD increases so that the economy moves toward full employ-
ment. This price adjustment effect can be captured in the standard ISLM
model and corresponds to the case where a lower price level shifts the
IS schedule to the right via the Pigou real balance effect, and it shifts
the LM schedule down via the Keynes money supply effect. Along this
path deflation expectations are zero because the price level jumps instan-
taneously from the initial level to the new equilibrium level, and then
remains unchanged.

The middle price path has prices falling, and deflation expectations ini-
tially rising and then falling back to the equilibrium value of zero. This
path also leads to higher iso-AD contours so that the economy again
moves toward full employment. However, for any given price decline
the increase in AD is smaller than the Walrasian path because deflation
expectations increase, which increases money demand and real inter-
est rates via the Tobin–Mundell effect. Along this price path the term
C1Eπe (the potential cause of instability) is dominated by the term p∗Ep.

The third price path has prices falling and deflation expectations con-
tinuously rising. Now, the economy is moved to an iso-AD contour
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Deflation expectations Inflation expectations

Price
level

AD0

AD* = y*

Figure 5.3 Graphical analysis of stability in conditions of excess supply and
deflation

with a lower level of AD so that the economy is further away from full
employment. This is the case where deflation is destabilizing. The reason
is that the Tobin–Mundell effect now dominates the Pigou and Keynes
effects.

Figure 5.3 shows three different price adjustment paths for the case of
excess demand and inflation. The economy is initially located on the
iso-contour AD0, which corresponds to a position of excess demand
(AD0 > y∗). Now, the Walrasian price adjustment path has prices ris-
ing infinitely fast, again with no impact on inflation expectations. The
jump in the price level decreases AD, closing the output gap and mov-
ing the economy instantaneously to non-inflationary full employment.
The middle price path has prices increasing and inflation expectations
rising gradually. The rising price level causes AD to fall so that the econ-
omy moves to a lower iso-AD contour. This closes the gap between
AD and output, causing inflation to eventually decline, and the econ-
omy again moves toward non-inflationary full employment. Along this
path the contractionary effect of a higher price level, operating via the
Pigou and Keynes effects, dominates the expansionary effect of higher
inflation expectations operating via the Tobin–Mundell effect. Conse-
quently, the inflation process remains stable. The third price path has
inflation expectations rising rapidly as the price level increases. Ris-
ing inflation expectations increase AD, pushing the economy onto a
higher iso-AD contour, increasing the output gap and moving the econ-
omy further above full employment. That causes inflation to spiral
higher. The reason is the expansionary Tobin–Mundell inflation expec-
tations effect dominates the contractionary Pigou and Keynes price level
effects.3
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5.2 Consumption and investment acceleration
and delay effects

The above analysis has expected inflation impacting money demand
(Equation (2)), but goods demand is only impacted indirectly, through
expected inflation’s induced effect on the real interest rate. However,
increases in inflation expectations give agents an incentive to acceler-
ate their consumption and investment expenditures in order to avoid
higher future prices. Likewise, increases in deflation expectations give
agents an incentive to delay consumption and investment expenditures
in order to benefit from lower future prices. The microeconomics of such
intertemporal substitutions of expenditure has been explored by Neary
and Stiglitz (1983).

Consumption and investment acceleration and delay effects can be
readily included in the AD function by respecifying it as follows

E= ε(y,r,πe,m,Z) εy > 0,εr < 0,επe > 0,εm > 0,εZ > 0 (9)

Now, expected inflation enters as a separate argument in the AD func-
tion. Increases in expected inflation have a direct positive impact on AD,
while increases in deflation expectations have a direct negative impact
on AD.

The macroeconomics of expenditure acceleration and delay effects is
easily understood in terms of the familiar ISLM diagram. A jump in
inflation expectations will increase investment and consumption spend-
ing and reduce saving, shifting the IS schedule right. The expenditure
acceleration effect therefore supplements the Tobin–Mundell effect that
reduces money demand and shifts the LM schedule down. The reverse
holds for deflation and expenditure delay effects, which shift the IS
schedule left and the LM schedule up.

Substituting for the real interest rate and real money supply yields a
reduced form AD function, given by

E= ε(y,r(πe,m(M,p),y),

πe,m(M,p),Z) εy > 0,εr < 0,επe > 0,εm > 0,εZ > 0, (10)

rπe < 0,rm < 0,ry > 0,mM > 0,mp < 0,

= E(y,p,πe,M,Z) Ey > 0,Ep < 0,Eπe > 0,EM > 0,EZ > 0

The partial derivatives Ey and Ep are unchanged from before. However,
the partial derivative for Eπe becomes εrrπe+επe. This is larger in absolute
value owing to the additional term επe. That increases the likelihood of



Debt Deflation Dynamics 89

instability by making it more likely that the Tobin stability condition
(Equation (8)) is violated. The logic is that expenditure acceleration and
delay effects augment the destabilizing Tobin–Mundell effect.

In terms of Figure 5.1, expenditure acceleration and delay effects
steepen the slope of the iso-AD contours, which now becomes

dp/dπe =−[εrrπe+ επe]/[εrrp+ εp]> 0

The slope increases because of the new term, επe > 0, which increases the
value of the numerator. The economic logic of steeper iso-AD contours is
that increased inflation expectations now have a stronger positive impact
on AD because of expenditure acceleration effects, calling for a higher
price level to maintain a constant level of AD along each iso-contour.
Similarly, increased deflation expectations now have a stronger negative
impact on AD, calling for a lower price level to maintain a constant level
of AD along each iso-contour.

Steepening the iso-AD contours means that instability is more likely,
as some previously stable price adjustment paths become unstable.
The stability of the inflation and deflation process therefore depends
on the responsiveness of consumption and investment spending to
expected inflation and expected deflation. The greater that responsive-
ness, measured by the magnitude επe, the greater the likelihood of
instability.

5.3 The effect of inside debt

Tobin’s (1975) original analysis of the potential instability of deflation
ignored the presence of inside debt effects operating on debtors and cred-
itors. In effect, the implicit assumption was that any economic effects
simply wash out, the impacts on creditors being offset by equal and oppo-
site impacts on debtors, thereby providing a justification for ignoring the
distinction between debtors and creditors.

In his analysis of the Great Depression, Fisher (1933) argued that lower
prices affect debtors and creditors asymmetrically. Lower prices increase
real debt burdens of debtors while increasing the real value of debts owed
to creditors by an identical amount. However, because debtors have a
higher marginal propensity to spend than creditors, the redistribution
of wealth from debtors to creditors lowers AD. The reverse happens with
a higher price level, which redistributes wealth from lower propensity to
consume creditors to higher propensity to consume debtors.

The above Fisher debt effect, operating through the price level, can
be included in Tobin’s (1975) model of deflation and it dramatically
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Figure 5.4 The effect of a lower price level in the ISLM model for the case when
the Fisher debt effect dominates the combined Keynes and Pigou effects

enhances the analytic richness of the model. The reason is that it poten-
tially changes the sign of the response of AD to changes in the price
level, which in turn has enormous significance for the issue of macroe-
conomic stability. Thus far, the assumption has been that a lower price
level increases AD via the Keynes real money supply and Pigou real bal-
ance effects, so that Ep < 0. Introducing a Fisher debt effect can reverse
this signing, so that Ep > 0. The necessary condition is that the Fisher
debt effect dominates the combined Keynes money supply and Pigou
real balance effects.

The macroeconomics of the Fisher debt effect is readily captured in
the conventional ISLM diagram shown in Figure 5.4. A lower price level
shifts the LM downward via the Keynes effect. It also shifts the IS right via
the Pigou real balance effect. However, balanced against that, the Fisher
debt effect shifts the IS left. If this leftward shift of the IS is sufficiently
strong, as shown in Figure 5.4, AD and output fall.

The Fisher debt effect also operates in an environment of inflation
and rising prices, only in reverse. Now, a higher price level reduces the
debt service burden of debtors, positively impacting AD owing to the
higher marginal propensity to spend of debtors. If the Fisher debt effect
dominates the combined Pigou and Keynes real money supply effects, a
higher price level can increase AD.

The Fisher debt effect dramatically changes the macroeconomic analy-
sis of price level change, potentially reversing conventional understand-
ings about the relation of AD and the price level. It explains why debt
and, therefore, financialization are so important. These macroeconomic
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impacts are readily understood in an augmented version of Tobin’s (1975)
model that includes debt. The inclusion of inside debt changes the AD
function, which is now given by

E= ε(y,r,πe,m,d,Z) εy > 0,εr < 0,επe > 0,εm > 0,εd < 0,εZ > 0 (11)

d=D/P (12)

d= level of real inside debt, D= level of nominal inside debt. The partial
derivative with respect to real debt, εd, is negative, reflecting the Fisher
debt effect. Equation (15) defines the level of real inside debt.

Substituting the real interest rate, real money supply, and real inside
debt into Equation (11) then yields the following AD function

E= ε(y,r(πe,m(M,p),y),

πe,m(M,p),d(D,p)) εy > 0,εr < 0,επe > 0,εm > 0,εd < 0

rπe < 0,rm < 0,ry > 0,mM > 0,mp < 0,dD > 0,dp < 0

= E(y,p,πe,M,D) Ey > 0,Ep
>
<0,Eπe > 0,EM > 0,ED < 0

(13)

With regard to mathematical stability analysis, including the Fisher debt
effect changes the parameter Ep, which becomes εrrmmp+ εmmp+ εddp.
There is now an additional term in this expression (εddp) that is unam-
biguously positive, offsetting the other terms and increasing the value of
Ep. That makes it more likely that the Tobin stability condition (p∗Ep+
C1Eπe < 0) is not satisfied. In economic terms, the Fisher debt effect coun-
ters the stabilizing Pigou and Keynes effects, making instability more
likely.4

The question of stability can again be analyzed with the help of the
iso-AD diagrams. Differentiating Equation (13) with respect to πe and p
yields the slope of the iso-AD contour, which is given by

dp/dπe =−Eπe/Ep =−[εrrπe+ επe]/[εrrmmp+ εmmp+ εddp]><0

There are two cases. The first is when the Fisher debt effect is dominated
by the Pigou and Keynes effect so that a higher price level still lowers
AD, (Ep < 0). The second is when the Fisher effect dominates the Pigou
and Keynes effects so that a higher price level increases AD, (Ep > 0).

Case one. In this case the Fisher debt effect is non-dominant, so that
Ep < 0 and the iso-AD contour remains positively sloped. However,
since the term εddp > 0, the denominator is smaller in absolute value.
That means the slope of the iso-AD contour is larger compared to when
there is no Fisher debt effect. This increase in slope is because higher
prices have a smaller restraining impact on AD owing to the Fisher debt
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effect, so that increased inflation expectations (which increase AD) need
a larger compensating increase in the price level to hold AD constant
along the iso-contour. The steeper slope means that the set of stable
price adjustment paths shrinks, so that inclusion of inside debt increases
the parameter space of instability. Lastly, the likelihood of instability
depends on the real level of inside debt, D, which enters the expres-
sion for the slope of the iso-AD contour. Higher real debt levels therefore
increase the likelihood of instability.

Case two. In this case the Fisher debt effect, εddp, dominates the Pigou
and Keynes effects so that Ep > 0. Consequently, the slope of the iso-AD
contour changes sign and is unambiguously negative. Furthermore, the
rank ordering of iso-AD contours is reversed, so that higher contours are
associated with lower levels of AD. The logic of this reversal is that a
lower price level raises debt burdens and lowers AD so that a higher rate
of expected inflation is needed to induce a more expansionary Tobin–
Mundell effect.

Figures 5.5 and 5.6 show the case where the Fisher debt effect dom-
inates, so that the iso-AD contours are negatively sloped. Now, both
deflation and inflation are unambiguously unstable, with all price adjust-
ment paths leading in the wrong direction. In the case of deflation, a
lower price level takes the economy to a lower iso-AD contour. In the case
of inflation, a higher price level takes the economy to a higher iso-AD
contour. Even if there is Walrasian-style instantaneous price adjust-
ment, with the price level rising without any impact on deflation or
inflation expectations, AD still changes in the wrong direction and the
process of price adjustment remains unstable. A lower price level wors-
ens excess supply conditions in situations of deflation, and it worsens
excess demand conditions in situations of inflation. This instability is

Deflation expectations Inflation expectations

Price
level

AD1

AD0

AD = y*

Figure 5.5 Graphical analysis of instability of deflation due to dominance of the
Fisher debt effect
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Figure 5.6 Graphical analysis of instability of inflation due to dominance of the
Fisher debt effect

confirmed by inspection of the Tobin condition, which can never hold
when Ep > 0.

5.4 The destabilizing effects of the neoliberal
labor market flexibility agenda

Financial neoliberalism also pushes a labor market flexibility agenda
aimed at making nominal wages and prices more flexible. In the 1980s
there was a flurry of interest in whether increased price flexibility is sta-
bilizing. Two important papers by De Long and Summers (1986) and
Caskey and Fazzari (1987) explored this issue, and both concluded that
increased price flexibility could be destabilizing. These price flexibility
concerns can also be incorporated in the Tobin framework.

Price flexibility can be identified with the function B(.) in Equation
(6.b) that determines the sensitivity of inflation to the output gap. Recall
the Tobin condition for stability is p∗Ep+ C1Eπe < 0. The partial deriva-
tive B1 does not appear in this condition, implying that the degree of
price flexibility is irrelevant for the stability of the system. As originally
constructed, the Tobin model therefore has nothing to say about the
degree of price flexibility. The implication is that increased price flexi-
bility will not undermine stability. Consequently, if the system is stable,
increased price flexibility is desirable, as it will speed up the return to full
employment equilibrium.

The reason why price flexibility does not matter in the Tobin model is
that expectations are purely adaptive, which means that current devel-
opments regarding prices do not affect behaviors regarding either money
demand or spending.
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This weakness in the model can be remedied by introducing what can
be termed near-rational adaptive expectations. According to this spec-
ification, agents are concerned not only about the expected level of
inflation but also about the direction in which inflation expectations are
headed. This adds an additional piece of important information. Such a
formulation results in the following respecification of the AD and money
demand functions:

E= ε(y,r,m,gπe,Z) εy > 0,εr < 0,εm > 0,εg > 0,εZ > 0 (14)

m=m(i,y,πe,gπe) mi < 0,my > 0,mπe < 0,mg < 0, (15)

gπe = rate of change of inflation expectations. Both the AD and money
demand functions now depend on how fast inflation expectations are
changing, as captured by the term gπe. Combining Equations (14) and
(15) then generates a reduced form, given by

+ − − − − + + + + +
E= ε(y, i(πe,gπe,M/p,y)−πe,M/p,gπe,Z) (16)

= E(y,πe,gπe,Z) Ey >0,Eπe
>
<0,Eg >0,EZ >0

If inflation expectations are rising, (gπe > 0), this further reduces money
demand and further lowers the nominal interest rate. In effect, it
strengthens the Tobin–Mundell effect. Additionally, accelerating infla-
tion gives agents an incentive to bring forward their consumption and
investment expenditures to avoid higher future prices. Anticipations of
accelerated inflation therefore raise AD via enhanced Tobin–Mundell
and expenditure acceleration effects. This effect works in the opposite
direction, and lowers AD with regard to anticipations of accelerated
deflation.

The dynamics of the model remain governed by Equations (6.a)–(6.c).
Substituting (16) into (6.a), and using a linear approximation for gπe =
C1B1πe, the dynamic model can be linearized around its steady-state
equilibrium values to yield

+ + + − + + + ++
|gy| |A1[Ey−1] A1Ep A1[Eπe +EgC1B1]|[y−y∗] (17.a)

+ + +
|Δp| = |B1p∗ 0 p∗ |[p−p∗] (17.b)

+ +
|gπe| |C1B1 0 0 |[πe−0]. (17.c)
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The modified Tobin condition for stability is then given by p∗Ep+
C1[Eπe+EgC1B1] < 0. The Tobin–Mundell effect (Eπe) is now augmented
by a near-rational adaptive expectations effect (EgC1B1) that reflects
whether the rate of deflation is accelerating or decelerating. The term
in the square parentheses is now larger and more positive, making
it more likely that the stability condition is not satisfied. Now, both
the sensitivity of inflation expectations and the sensitivity of infla-
tion to the output gap matter, and they feed through in a compound
fashion.

The economic logic is simple. In deflationary conditions, the more
flexible prices are, the greater the current response of deflation expec-
tations to excess supply. This response of deflation expectations is then
picked up through the near-rational adaptive expectations mechanism
to augment the Tobin–Mundell effect and the expenditure delay effect.
In inflationary conditions, the more flexible prices are, the greater
the response of inflation expectations to excess demand. This infla-
tion expectations response is then picked up through the near-rational
adaptive expectations mechanism to augment the Tobin–Mundell and
expenditure acceleration effects. To the extent that financial neoliberal-
ism has increased price flexibility, it has increased the likelihood that the
economy is unstable.

5.5 Debt stock-flow effects

Macroeconomics traditionally assumes stocks are fixed. In the original
Tobin model the nominal money supply is fixed, and in the debt-
augmented model developed above, both the nominal money supply
and nominal debt are fixed. Allowing financial stocks to vary adds
additional dynamics that impact the likelihood of instability. This penul-
timate section expands the Tobin model to incorporate debt stock-flow
dynamics.

The critical innovation is the introduction of new borrowing and
repayment of existing debt. When the economy expands agents may bor-
row more, which increases the debt stock. When the economy shrinks
agents may repay debt, which lowers the debt stock. This gives rise to two
additional effects. The first is a debt stock effect that is stabilizing. Since
debt stocks and debt burdens fall in recession owing to loan repayment,
that assists AD and diminishes deflation. Likewise, since debt stocks
and debt burdens rise in expansions, this diminishes AD and restrains
inflation. The second is a debt flow effect from borrowing and repay-
ment that is destabilizing. New borrowing adds to AD in expansions,
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which contributes to further expansion. Debt repayment reduces AD in
contractions, which deepens recessions.

Let the rate of change in the level of nominal debt be given by

R = R(kpy−D) R(0)= 0,R1 > 0 (18)

kpy = target level of nominal debt with k > 0. Borrowing is negative
(that is, there is repayment) when debt is above target, and it is positive
when debt is below target. A lower price level reduces real borrowing by
reducing nominal income relative to existing nominal debt.

Additionally, the level of AD is positively affected by new borrowing
that increases spending, and it is negatively impacted by debt repayment
that reduces spending. This effect can be captured by modifying the AD
function to incorporate borrowing and debt repayment effects as follows:

E= ε(y,r,πe,m,d,R,Z)

= ε(y, i(πe,m(M,p),y)−πe,πe,m(M,p),d(D,p),R(kpy−D),Z)

εy > 0,εr < 0,επe > 0,εd < 0,εR > 0,εm > 0
rπe < 0,rm < 0,ry > 0,mM > 0,mp < 0

dD > 0,dp < 0,Rk > 0,Rp > 0,Ry > 0,RD < 0

(19)

The partial derivatives are given by

Ey = εy+ εyry+ εRR1kp= Ey+ εRR1kp > 0

Ep = εrrmmp+ εmmp+ εddp+ εRR1ky= Ep+ εRR1ky>
<0

Eπe = εrrπe+ επe > 0

ED = εddD− εRR1 = ED− εRR1 < 0

The effect of income on AD (Ey) is now increased by a new borrowing
effect (εRRy). The effect of a lower price level on aggregate demand (Ep)

is also further compromised. There are the standard Keynes and Pigou
effects, whereby a lower price level increases AD. There is the Fisher debt
effect whereby a lower price level reduces AD by increasing existing debt
burdens. Additionally, there is now a price level borrowing effect (εRRp)

whereby a lower price level reduces new borrowing and its contribution
to AD. The effect of expected inflation on AD (Eπe) is unchanged and
consists of the Tobin–Mundell effect and the expenditure acceleration
effect. Lastly, the negative effect of increased indebtedness on AD (ED)

is enhanced by the debt repayment effect (εRRD).
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Combining Equation (22) with Equations (5.a)–(5.c), the system of
dynamic adjustment is now described by the following four equations

gy =A(E−y) A1 > 0 (20.a)

π= B(y−y∗)+πe B1 > 0 (20.b)

gπe =C(π−πe) C1 > 0 (20.c)

R = R(kpy−D) R1 > 0 (20.d)

The long-run equilibrium is given by y = y∗, p = p∗, π = πe = 0 and
D = kp∗y∗. Appropriate substitution and manipulation, combined with
linearization around steady-state equilibrium values, yields a new set of
linearized adjustment equations:

|gy | |A1{[Ey−1]+ εRR1kp∗} A1{Ep+ εRR1ky∗]} A1Eπe A1[ED− εRR1]||y−y∗|
| | | || |
|Δp | |B1p∗ 0 p∗ 0 ||p−p∗ |
| | = | || |
|gπe| |C1B1 0 0 0 ||πe−0 |
| | | || |
|R | |R1kp∗ R1ky∗ 0 −R1 ||kp∗y∗ −D|

(21)

The necessary and sufficient stability conditions of this four-dimensional
system are analytically intractable. However, the weaker necessary con-
ditions can be analyzed (see the appendix, at the end of Part I), and
those conditions provide substantial insight into the economic impact
and significance of debt stock and flow effects.

One necessary condition for stability is that A1{[Ey –1]+εRR1kp∗}–
R1 < 0. The term εRR1kp∗ is positive, making it more likely that this
condition is not satisfied. This term reflects the impact of new borrow-
ing on AD, and it shows analytically how new flows of borrowing and
debt repayment increase the likelihood of instability. The economic logic
is simple. Consider a positive demand shock that creates excess demand
and raises nominal income. That in turn induces agents to borrow more,
which they then spend and thereby further increase excess demand. The
exact opposite holds in deflationary downturns when debt repayments
reduce spending and exacerbate the demand shortage, potentially lead-
ing to a cumulative contraction of spending caused by deleveraging.
In effect, spending flows financed by borrowing potentially compro-
mise the standard Keynesian stability condition that the expenditure
multiplier be less than unity.
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That said, it is also the case that the term –R1 is negative, which helps
with stability. This reflects a debt stock effect whereby rising indebted-
ness reduces fresh borrowing, thereby reducing the chance of cumulative
expansions financed by borrowing. Similarly, debt repayments lower
the debt stock, thereby reducing the chance of cumulative contrac-
tions caused by loan repayments. Thus, stability will depend in part
on whether the destabilizing “flow borrowing effect” dominates the
stabilizing “debt stock effect.”

A second necessary condition for stability is that the determinant of
the Jacobian coefficient matrix have the sign (–1)4 > 0. This yields the
condition Ep+ ky∗ED < 0. The economic logic behind this condition is
also clear. If the Pigou and Keynes effects dominate the Fisher debt effect,
then Ep < 0 and stability is more likely. If, however, the Fisher debt
effect dominates, then Ep > 0 and instability is more likely. However,
instability is no longer automatic when the Fisher debt effect dominates
owing to the stabilizing debt stock adjustment effect, ED. When the
debt stock can adjust there are two components to debt. The first is the
conventional Fisher debt effect, which is a price level effect. That effect is
unambiguously destabilizing and is included in the term Ep. The second
is a debt volume effect, which is a stock effect. This latter effect is reflected
in the term ED and is stabilizing. The logic is borrowing in expansions
increases debt, which curtails further expansion by lowering future AD.
Conversely, debt repayment lowers debt which helps end the downturn
by increasing future AD.

5.6 Endogenous money and the elasticity of
finance

Finally, the model also allows consideration of the impact of the Post
Keynesian theory of endogenous money (Coghlan, 1978; Moore, 1988).
According this theory the money supply is credit-driven, and it can be
represented in terms of a loan multiplier as follows

M= zD z≥ 1 (22)

This implies the real money supply is given by

m= zd (23)

The coefficient z can be thought of as representing the elasticity of
finance, which has increased with financialization.
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Substituting Equation (26) into Equation (22) yields a new AD func-
tion, given by

E= ε(y, i(πe,zd,y)−πe,πe,zd,d,R,Z) (24)

= ε(y, i(πe,zd(D,p),y)−πe,πe,zd(D,p),d(D,p),R(kpy−D),Z)

The important feature of Equation (24) is the interest rate, the money
supply, and debt are all linked. With the real money supply now endoge-
nous and driven by lending changes, the partial derivatives of the AD
function with respect to p and D are

Ep = εrzdp+ εmzdp+ εddp+ εRR1ky= E’
p+ εRR1ky>

<0

ED = εrrmzdD+ εmzdD+ εddD− εRR1 = E’
D− εRR1

>
<0

The Keynes (εrzdp) and Pigou (εmzdp) money supply effects are now
induced via the effect of the price level on real debt. More importantly,
the sign of ED is now ambiguous, so that increases in debt can increase AD
because of the new terms εrrmzdD and εmzdD. This is because increased
debt increases the money supply, which adds to AD via a Keynes money
supply and Pigou real balance effect. That increases the likelihood of
instability.

Linking debt and the money supply changes the element a14 of the
Jacobian coefficient matrix to A1[E’

D – εRR1]. This in turn alters the nec-

essary condition for stability to E’
p+ ky∗E’

D < 0. Since E’
D > ED, this makes

instability more likely.
The economic logic for this destabilizing proclivity of endogenous

money is simple. With endogenous money, increased debt increases
the money supply and expands real balances. That increases AD and
income, which in turn spurs more borrowing. If this effect is large enough
it can make the model unstable by causing a cumulative expansion of
income and borrowing or a cumulative contraction of income and debt
repayment.

This challenge is compounded if borrowing has become more sensitive
to expected inflation owing to financial innovation and deregulation. In
this case, borrowing is described by

R = R(k(πe)py−D) R1 > 0,kπe > 0 (25)

Substituting Equation (25) into Equation (24) then yields

E= ε(y, i(πe,zd(D,p),y)−πe,πe,zd(D,p),d(D,p),R(k(πe)py−D),Z)

(26)
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Differentiating with respect to expected inflation yields

Eπe = εrrπe+ επe+ εRR1pykπe > 0

Increased sensitivity of borrowing to expected inflation (kπe) therefore
increases the positive impact of expected inflation on AD, which is
equivalent to augmenting the destabilizing Tobin–Mundell effect.

5.7 Implications of financialization for
monetary policy

The inclusion of nominal debt shows how the macro economy can
become unstable in the face of excess supply or excess demand condi-
tions. In highly indebted environments, excess demand conditions that
increase the price level can increase AD through erosion of debt burdens,
causing the inflation process to accelerate rapidly. Conversely, in excess
supply conditions a lower price level can lower AD, causing the deflation
process to accelerate.5 This potential for instability is increased by the
presence of endogenous money.

Financialization has increased both levels of debt and the elasticity
of finance and the money supply. These developments have increased
the likelihood of economic instability. Monetary authorities may now
confront a “knife-edge,” maneuvering between unstable deflationary
and inflationary paths. When hit by deflationary shocks, the monetary
authority must react quickly to head off the prospect of an unstable defla-
tionary price adjustment path. However, if policy is successful in heading
off deflation and moving to an inflationary adjustment path, monetary
policy must then react quickly to head off the prospect of an unstable
inflationary price adjustment path.

Such analysis resonates with current conditions and helps explain
recent Federal Reserve policy. The US economy now (2012) has much
higher inside debt ratios than in the past. When deflation threatened
in the period 2001 to 2003, the Fed lowered interest rates much more
sharply than was historically warranted according to headline macroe-
conomic numbers. The reason for this sharp lowering of interest rates
was to stave off a potentially unstable deflation. However, it was so suc-
cessful that it triggered the possibility of an unstable inflation, which
explains why the Fed shifted to steady interest rate raising mode over
the period 2004 to 2007. That in turn may have pushed the economy
back into deflationary mode, prompting rapid interest rate reductions
over the period 2007 to 2008. However, the capacity to lower interest
rates further is now restricted by the zero lower bound to nominal rates.
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Looking to the future, these developments suggest conduct of mone-
tary policy will be more difficult owing to the new environment of high
inside debt levels that may have rendered the economy unstable. How-
ever, instability can be countered by having an interest rate reaction
function that vigorously increases interest rates in response to higher
expected inflation and vigorously lowers them in response to expected
deflation.

The macroeconomic instability problem posed by inside debt also
has implications for microeconomic policy. In the presence of a dom-
inant Fisher debt effect, price level adjustment no longer acts as an
automatic stabilizer that chokes off demand under inflationary condi-
tions or increases demand under deflationary conditions. Instead, price
level adjustment becomes an automatic destabilizer by either eroding
debt burdens in inflationary times or augmenting them in deflationary
times. That suggests that the pursuit of price flexibility as a policy goal
is problematic.

Finally, these macroeconomic stability concerns also have implications
for financial regulation. Regulation should not only be about controlling
risk taking by individual agents and firms, it should also be promote
macroeconomic stability. Regulation that imposes leverage ceilings can
contribute to restoring macroeconomic stability by limiting borrowing
and debt burdens.

Appendix

This section derives the stability conditions for Tobin’s (1975) model.
The coefficient matrix of Equation (8) in the text is:

|A1[Ey−1] A1Ep A1Eπe|
|J| =|B1p∗ 0 p∗ |

|C1B1 0 0 |

Applying the conditions described in Gandolfo (1979, p.274), stability
requires

A1[Ey−1]< 0 (A.1)

|A1[Ey−−1] A1Ep A1Eπe|
|B1p∗ 0 p∗ |< 0
|C1B1 0 0 |

(A.2)



102 Financialization

|A1[Ey−1] p∗ −A1Eπe |
|0 A1[Ey−1] A1Ep |< 0
|−C1B1 B2p∗ 0 |

(A.3)

Condition (A.1) is satisfied because Ey, the marginal propensity to spend,
is less than unity by assumption.

Satisfying Condition (A.2) implies A1B1C1Epp∗ < 0. This only holds if
Ep < 0. That shows that if the Fisher debt effect dominates, the model is
unambiguously unstable as shown in Section 5.5 of the chapter.

Condition (A.3) implies A1[E1 – 1][C1E3+ p∗E2] + C1E2p∗ > 0. This
condition can only be satisfied if [C1Eπe+ p∗Ep] < 0, which is the Tobin
condition. Moreover, it must be sufficiently negative to offset the other
term in the inequality that is negative. Thus, even if the Pigou and Keynes
effects dominate (Ep < 0) the model can be unstable owing to the Tobin–
Mundell effect, and because the Fisher debt effect weakens the Keynes
and Pigou effects (that is, it makes Ep less negative).

The coefficient matrix of Equation (21) in the text is:

|J| =|A1{[Ey−1]+ εRR1kp∗} A1{Ep+ εRR1ky∗]} A1Eπe A1[ED− εRR1]|
|B1p∗ 0 p∗ 0 |
|C1B1 0 0 0 |
|R1kp∗ R1ky∗ 0 −R1 |

Per Gandolfo (1980, pp.277–278), a necessary (but not sufficient) con-
dition for stability is that the trace of J < 0. This requires that A1{[Ey –
1]+εRR1kp∗}– R1 < 0. The term εRR1kp∗ is positive, making it more likely
this condition is not satisfied.

A second necessary (but not sufficient) condition for stability is that
the determinant of |J|has the sign (–1)4 > 0. Evaluating det |J|then yields
the following condition

Ep+ ky∗ED < 0.



Part II

Financialization and Instability



6
Herd Behavior: Safety in Numbers

The financial crisis of 2008 revealed the fragility of financial systems.
One cause of that fragility may have been herd behavior on the part
of financial market participants that had all adopted common behav-
iors and investment strategies. Evidence for such behavior is provided
by former Citigroup CEO Chuck Prince’s comments about investing in
mortgage-backed securities, including sub-prime loans:

When the music stops, in terms of liquidity, things will be compli-
cated. But as long as the music is playing, you’ve got to get up and
dance. We’re still dancing. (Financial Times, July 9, 2007)

The house price bubble of the 2000s and its associated loose lending add
to other previous episodes of herd behavior. These include the wave of
bank lending to less developed countries (LDCs) in the late 1970s and
early 1980s, and the wave of commercial property lending in the USA
during the latter part of the 1980s – both of which involved Citigroup
and left it effectively bankrupt and in need of official support each time,
as did the crisis of 2008.

Herd behavior is an important characteristic of financial market behav-
ior that can promote financial instability. It is a microeconomic behavior
that connects closely with Minsky’s (1982, 1993) macroeconomic finan-
cial instability hypothesis, which is examined in Chapter 8. The chal-
lenge is to explain herd behavior in a manner that is consonant with
rational individual decision making.

Scharfstein and Stein (1990) and Banerjee (1992) have argued that herd
behavior is consistent with rational individual decision making on the

This chapter is a revised version of “Safety in numbers: a model of managerial
herd behavior,” Journal of Economic Behavior and Organization, 28 (1995): 443–50.
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grounds that the behaviors of others convey information that is valuable
in one’s own private decision making. Consequently when an individ-
ual observes others selecting a particular choice, that person receives
information that inclines him or her to make the same choice, thereby
generating herd behavior.

This chapter offers an alternative explanation of managerial herd
behavior, based on “safety in numbers.” This alternative explanation is
completely independent of information signaling and matches popular
explanations of herd behavior similar to that used by Gwynne (1986,
p.58) in explaining international bank lending to LDCs in the early
1980s:

At the very least, Herrick was simply doing what hundreds of other
larger international banks had already done, and any ultimate blame
for poor forecasting would be shared by tens of thousands of bankers
around the world: this was one of the curious benefits of following
the herd.

The model that is developed below shows the conditions under which
such patterns of behavior can emerge.

6.1 The model

For simplicity, the explanation of herd behavior is initially developed in
a two state of nature–two manager economy. Extension to a world with
N managers is discussed later. The key assumptions behind the model
are that managers are risk averse and that the rewards paid to managers
are affected by their “relative” performance. This latter assumption can
be justified on the grounds that managers are assessed on a comparative
basis and those that fall short relative to other managers are penalized.1

There is some theoretical justification for this type of remuneration
scheme in the principal–agent literature. According to principal–agent
theory, agents should be paid on the basis of their competence and they
should not be rewarded or penalized for macroeconomic factors over
which they have no control. In concrete terms, the managers of General
Motors should be rewarded because they have done a superior job relative
to the managers of Ford and Chrysler, and not because there has been a
cyclical boom that has positively impacted the entire auto industry.

The formal structure of the model is as follows. Each manager max-
imizes his personal expected well-being subject to his reward function,
available portfolio investment set, and overall resource constraint. The
model is most easily illustrated by considering the case of an options fund
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manager. In this case, the resource constraint represents the deposits
placed with the fund. The manager chooses how to allocate these
deposits across an array of possible investment options.

This situation can be illustrated as follows. Manager I seeks to maxi-
mize his expected utility which is given by

Max EUI = pZα
1+[1−p]Zα

2 0 < p < 1,0 < α < 1 (1)
X1,X2

subject to X1+X2 = 1 X1 > 0,X2 > 0 (1.a)

x1 = [1+ r]X1 (1.b)

x2 = [1+ r]X2 (1.c)

Z1 = ax1+b[x1−y1] a > 0,b > 0 (1.d)

Z2 = ax2+b[x2−y2] (1.e)

EUI = expected utility of Manager I; p = Manager I’s subjectively held
belief regarding the probability of State 1; Xi = allocation of resources by
Manager I to Investment I where i= 1,2; xi= revenue earned by Manager
I in State i; r = exogenous rate of return on investments; Zi = payment
to Manager I in State i; yi = revenue earned by Manager II in State i.

Equation (1) is the expected utility function. Equation (1.a) is the
resource constraint that gives managers one unit of funds which can
be allocated across two options. Equations (1.b) and (1.c) determine
the revenues from the options in the two states, while Equations (1.d)
and (1.e) determine the reward to Manager I in the two states. The sig-
nificant feature about these reward functions is that they depend on
the revenue earned by Manager II. Consequently, when making invest-
ment decisions, Manager I takes account of the investment decisions of
Manager II.2

Manager II has an entirely symmetric problem, given by

Max EUII = qWα
1+[1−q]Wα

2 0 < q < 1 (2)
Y1,Y2

subject to Y1+Y2 = 1 (2.a)

y1 = [1+ r]Y1 (2.b)

y2 = [1+ r]Y2 (2.c)

W1 = ay1+b[y1−x1] (2.d)

W2 = ay2+b[y2−x2] (2.e)
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q=Manager II’s subjectively belief about the probability of State 1; Wi=
payment to Manager II in State i.

By appropriate substitution of the constraints into the objective
functions, the two managers’ choice programs can be expressed as

Max EUI= {p[aX1+b[X1−Y1]]c+[1−p][a[1−X1]+b[Y1−X1]]c}[1+r]c
X1 (3.a)

Max EUII= {q[aY1+b[Y1−X1]]c+[1−q][a[1−Y1]+b[X1−Y1]]c}[1+r]c
Y1 (3.b)

The key feature about these choice problems is that each manager’s deci-
sion is affected by the decision of the other manager through the reward
function, which incorporates a relative performance affect.

Differentiating Equations (3.a) and (3.b) with respect to the appro-
priate choice variable, setting equal to zero, and simplifying yields the
following first-order conditions

dEUI/dX1=p[aX1+b[X1−Y1]]c−1−[1−p][a[1−X1]+b[Y1−X1]]c−1=0
(4.a)

dEUII/dY1=q[aY1+b[Y1−X1]]c−1−[1−q][a(1−Y1]+b[X1−Y1]]c−1=0
(4.b)

These first-order conditions represent the two manager’s investment
decision rules. They can be interpreted as response functions that show
how the decision of each manager depends on the decision of the
other. This reflects the Cournot-Nash characterization of behavior and
equilibrium.

Totally differentiating Equations (4.a) and (4.b) with respect to X1 and
Y1 yields the slopes of the two response functions, which are given by

dX1/dY1| = b/[a+b]> 0
|EUI (5.a)

dY1/dX1| = b/[a+b]> 0
|EUII (5.b)

The response functions are symmetric and have a constant slope. They
are shown in Figure 6.1, which provides a diagram analogue of the model.
Their positive slopes reflect the existence of strategic complementarity
(see Bulow et al., 1985) across the decision variables controlled by indi-
vidual managers. A decision by either manager to increase the allocation
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X1(Y1)

Y1(X1)

Figure 6.1 Response functions of managers I and II showing their investment
choices as a function of the others

of resources to type 1 investments prompts the other manager to also
increase his allocation to type 1 investments. The economic logic is the
initial shift opens the other manager to relative under-performance if
State 1 occurs. This is undesirable, so the second manager responds by
also shifting his allocation to investments that payoff in State 1. The
equilibrium choices of X1 and Y1 are determined by the intersection of
the reaction functions; they are marked X∗1 and Y∗1 in Figure 6.1.

The mechanics of herd behavior can be illustrated using the model in
a comparative statics exercise. Differentiating Equations (4.a) and (4.b)
with respect to p and q and rearranging, yields

dX1/dp| = −[Zc−1
1 +Zc−1

2 ]/[c−1][pbZc−2
1 +[1−p][a+b]Zc−2

2 ]> 0
|Y1 (6.a)

dY1/dq| = −[Wc−1
1 +Wc−1

2 ]/[c−1][qbWc−2
1 +[1−q][a+b]Wc−2

2 > 0
|X1 (6.b)

The signing of Equation (6.a) shows that increases in Manager I’s sub-
jectively held beliefs about the probability of State 1 shift up his own
reaction function, which induces him to allocate more resources to
investments that pay off in State 1 given Manager II’s existing alloca-
tion. From Figure 6.1, it is then evident that this shift induces Manager
II to act in a herd-like fashion by increasing his allocation of resources
to State 1 production. From Equation (6.b), the same logic would apply
to changes in Manager II’s subjectively held beliefs about the probability
of State 1.
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The mechanism driving this pattern involves a feedback process. Ini-
tially, Manager I changes his allocation on the basis of his changed
subjective beliefs. Manager II responds by changing his allocation so
as not to risk exposure to a bad relative performance in State 2, and this
then induces further second-order changes in Manager I’s allocation. It is
important to recognize that these changes in allocations have nothing to
do with changes in “objective” information arising from learning about
an objectively knowable world. There is also no asymmetry of informa-
tion, though there is a difference in belief, reflected in the managers’
different probability assignments. However, the changes in portfolio
investment allocation result from purely “subjective” variation in the
beliefs of Manager I. Manager II actually has unchanged beliefs, yet he
still has an incentive to change his allocation and move with the herd.
Finally, since the model is symmetric, the same arguments clearly apply
to changes in Manager II’s beliefs.

The exact effects of changes in beliefs on the pattern of allocation
can be obtained by solving the total differential of the first-order con-
ditions given by Equations (3.a) and (3.b). From these equations it can
be shown that the size of the response (or herd effect) depends on two
important conditions. A first necessary condition for herd behavior is
risk aversion, which implies that c < 1. When c equals unity (risk neu-
trality) managers’ investment decisions are independent of each other’s
beliefs and managers just maximize expected return. A second neces-
sary condition is that b > 0, and if b = 0 there is no herding effect.
These two conditions interact to cause herd behavior. Risk aversion deter-
mines whether a manager cares about the fact that the reward function
is based on relative performance. The parameter b determines the extent
of impact of relative performance on rewards.3 Note, if the size of the
performance penalty accelerates with the magnitude of relative differ-
ence in performance, this increases the incentive of risk-averse managers
to herd.

The above model embodies a Cournot-Nash equilibrium concept. As
is well known, this equilibrium concept can be generalized to an N agent
context. In the current model, such a generalization can be achieved by
respecifying the managerial reward functions to depend on the average
allocation of all managers. In this case the solution to the model would
be characterized by N first-order conditions similar to Equations (3.a) and
(3.b) plus an equation determining the average allocation. However, a
problem with this interpretation is that as N increases, each manager
exercises less weight on the average allocation, making it harder for an
individual manager to move the herd.
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An alternative construction is one in which managers are arrayed in
a circle and each manager’s reward function is tied to the behavior of
the manager to his right. This can be termed a proximity relative reward
effect. In this case there would be N first-order conditions that are iden-
tical in form to the current model. Indeed, the current model represents
a circle with two participants. The economic logic of the circle is that
changes in investment decisions of any individual manager cause the
neighboring manager to the left to change his decision, thereby setting
off a ripple effect that runs through the entire circle and continues until
the initial impulse has been dissipated through appropriate portfolio
adjustments.

6.2 Conclusion

This chapter has provided a simple formalization of herd behavior based
on the “safety in numbers” principle that captures popular explanations
of herding. The key assumptions were that managers were risk averse
and their remuneration was at least partly based on relative performance.
Prima facie, these assumptions seem quite reasonable. As noted at the out-
set of the chapter, there are other explanations of herd behavior. These
include explanation in terms of network externalities in production (Katz
and Shapiro, 1985), and explanation in terms of optimal information
processing (Scharfstein and Stein, 1990; Banerjee, 1992). These latter
explanations are narrowly economic in character. The current expla-
nation can be viewed as socio-economic and institutional in character,
given its reliance on managerial utility functions and the structure of
the managerial reward system. This is an attractive characteristic that
links the theory of managerial behavior with the theory of household or
individual behavior. Thus, managerial behavior can also partake of band-
wagon effects (Leibenstein, 1950) via which the decisions of individual
managers are influenced by the group. Interestingly, not only may this
situation characterize household and managerial behavior, but it may
also characterize research in economics. Finally, not only is herd behavior
an interesting microeconomic behavior, it becomes an important mech-
anism for providing microfoundations to Minsky’s (1982, 1993) financial
instability hypothesis, which is examined in Chapter 8.



7
Short-termism: The Problem of
Managerial Turnover

In his now famous testimony before the House Committee on Oversight
and Government Reform on October 23, 2008, former Federal Reserve
Chairman Alan Greenspan stunned observers by declaring:

As I wrote last March, those of us who have looked to the self-
interest of lending institutions to protect shareholders equity, myself
especially, are in a state of shocked disbelief (p.11)

In response to questions from Committee Chairman Waxman,
Mr. Greenspan elaborated further on this failure of self-interest:

I made a mistake in presuming that the self-interest of organizations,
especially banks and others, were such that they were best capable of
protecting their own shareholders and their equity in firms … So the
problem here is something which looked to be a very solid edifice,
and, indeed, a critical pillar to market competition and free markets
did break down. And I think that, as I said, shocked me. … I found a
flaw in the model that I perceived is the critical functioning structure
that defines how the world works, so to speak. (pp.12–13)

Chairman Greenspan’s testimony showed how his long-held beliefs
about the efficiency of financial markets rested critically on the assump-
tion that financial firms act in self-interested fashion, by which is meant
pursuit of profit maximization. His testimony also showed how he had
failed to appreciate how financialization fundamentally undermined
profit maximization by undermining the alignment of interest between
managers and shareholders.

This chapter is based on “Managerial turnover and the theory of short-termism,”
Journal of Economic Behavior & Organization, 32 (1997): 547–57.

112
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Profit maximization is essential to the efficient functioning of market
economies. First, it ensures business produces efficiently in the sense of
incurring the minimum cost necessary to produce the chosen level
of output. Second, it ensures business chooses the most profitable level of
output and does not over- or under-produce. However, firms are run
by managers, giving rise to separation of ownership from control. That
separation creates a potential conflict of interest between owners (prin-
cipals) and managers (agents) which can lead to economically inefficient
outcomes if managers pursue their interests.

Despite this fundamental problem being well understood, Chairman
Greenspan was blind to the problem and the fact that financialization
had profoundly worsened it by introducing a new business model. At the
base of the new model was a system of flawed incentives whereby bro-
kers and bankers were paid via commissions and bonuses from profits.
That system created an incentive to “push loans” rather than engage
in “sound lending” because every transaction increased brokers’ and
bankers’ commission incomes.

This new system was intimately connected to financial innovation
associated with the introduction of mortgage-backed securities (MBS),
collateralized debt obligations (CDOs), and the so-called “shadow” bank-
ing system that provided banking services largely outside of the system
of financial regulation. Traditionally, banks made loans and mortgages
and held on to them until they were repaid, giving banks an incentive to
engage in sound lending as they bore the costs of default. The emergence
of MBS and CDOs changed that. Instead of holding on to mortgages
and loans, banks made loans and then sold them for bundling in MBS
and CDOs, a process that became known as the “originate to distribute”
model. The critical feature is that profits are booked when the loan is
sold, thereby setting up an incentive for brokers and bankers to make as
many loans as possible and thereby maximize commissions and profits.
If loans subsequently sour, they are long gone from the books, having
been bundled and sold to investors as part of an MBS.

This incentive to loan push infected the whole chain of dealing,
beginning with real estate brokers, through mortgage brokers, insurance
brokers, assessors, ratings agencies and bankers. The “originate to dis-
tribute” business model therefore removed a critical market discipline.
Borrowers are frequently overly optimistic and willing to extend them-
selves (especially in real estate), because they can declare bankruptcy.
That places the onus on lenders to impose market discipline by mak-
ing sound loans. The “originate to distribute” model fundamentally
undercut that discipline by giving agents on the lending side an
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incentive to complete deals so as to collect commissions, fees, and
bonuses.

Moreover, not only did the new business model encourage loan push-
ing, but it also encouraged financial firms to take on excessive balance
sheet risk that made them financially fragile. That is because managers
profited from the extra risk but viewed themselves as bearing little of the
cost. One source of risk was increased leverage in the form of a higher
debt–equity ratio. Equity capital is the most expensive form of capital,
while return on equity (that is, profits relative to equity) is a standard
metric of bank performance. Managers therefore had a triple incentive to
rely on debt funding: to lower costs and increase profitability; to improve
their metric of performance; and to enable them to finance additional
business. However, leverage creates financial fragility and made banks
vulnerable to insolvency as small declines in asset prices quickly wiped
out their small tier of equity finance.

A second source of risk was maturity mismatch of financing. Banking
always involves a maturity mismatch in that banks take deposits that can
be withdrawn on demand but they use deposits to finance longer-term
loans. This potentially exposes banks to sudden withdrawals by depos-
itors that they are unable to meet. Since short-term finance is usually
cheaper than long-term finance, managers had an incentive to over-rely
on the former in order to raise profits and their bonuses. That introduced
another form of fragility, as financial firms were unable to roll over and
renew their short-term financing once asset prices started falling and
confidence collapsed.

In sum, financialization created a new business model in the financial
sector that radically widened the divide between the interests of share-
holders and managers. That division encouraged managers to loan push,
take on excessive leverage, and use excessive short-term finance. These
practices increased returns to managers since they received commission
income and a share of current profits but bore little of the subsequent
default costs. Chairman Greenspan’s ideological belief in the efficiency
of markets blinded him to how financialization dangerously worsened
these management incentive problems.

7.1 The theory of short-termism

The separation of ownership from control constitutes a generic problem
in corporate governance. Financialization can be thought of as creat-
ing specific manifestations of that problem. One manifestation is herd
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behavior, which was discussed in Chapter 6. A second manifestation is
short-termism by managers.

The theory of short-termism explains why firms are concerned about
the time pattern of returns and why firms have a preference for projects
where payoffs come sooner rather than later. Such behavior is inconsis-
tent with standard theory, which claims that firms maximize their net
present value and that the time pattern of returns from different projects
is only relevant to the extent that it affects net present values.

There is an extensive literature on the theory of short-termism that
explains it as the product of either financial market imperfections or
managers’ career concerns. Interestingly, like Chairman Greenspan, that
literature has tended to treat the problem rather benignly. Stein (1989)
argues that managerial short-termism represents a rational response on
the part of managers who have long-term horizons but believe that the
market attaches weight to the current stock price. In this case, if manage-
rial rewards are linked to current stock prices and managers have no way
of conveying to shareholders the benefit of a long-term strategy, then
managers may adopt a short-term strategy to maximize their rewards.
In a similar spirit, Shleifer and Vishny (1990) argue that the presence of
noise traders may introduce a bias against long-term projects by impos-
ing a higher discount rate on these projects. Lastly, Webb (1993) presents
a model of managerial short-termism that rests on asymmetric informa-
tion regarding the quality of firms’ earnings streams. In a multi-period
economy, projects are started if they have positive net present value and
terminated if their net present value becomes negative. If the terms on
which projects are financed can be renegotiated as additional informa-
tion becomes publicly available, firms may choose projects which are
less productive in net present value terms but yield early information
that enables favorable renegotiation of the terms of finance. In all of
these instances, managerial short-termism is a constructive second-best
response to an underlying market imperfection.1

With regard to the managerial career literature, Narayanan (1985)
emphasizes how managers may undertake short-term projects that have
a rapid return in order to build-up their reputations on which their earn-
ings are based. Holmstrom and Ricart i Costa (1986) advance a similar
model in which earnings are related to a manager’s “talent” and superiors
learn about talent through observing project returns. In this literature,
managerial short-termism is a way that superior managers signal their
superior ability.

Palley (1997b) presents an alternative theory of short-termism that
rests on the presence of managerial turnover, and the paper shows the
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significance of managerial turnover for managers’ choices. This theory is
less benign in its explanation of short-termism, and provides a theoret-
ical explanation for the type of lending and investment decisions that
have characterized financialization and were revealed in the financial
crash of 2008.

7.2 A model of short-termism based on
managerial turnover

The key assumptions of the managerial turnover model of short-termism
are that (i) there is job turnover amongst firms’ managers with each man-
ager having a positive probability of quitting and moving to another
firm, and (ii) managers’ rewards are tied to the current profitability of
the firm they are working for. Given this, rational own reward maxi-
mizing managers may choose projects that have intrinsically lower net
present values but yield higher returns in the earlier part of the project’s
life. This is because following a short-term strategy locks in immediate
rewards, whereas a long-term strategy sets up rewards that managers may
not be around to enjoy.

The formal assumptions of the model are as follows:

(i) Each manager is confronted by two alternative projects each requir-
ing $1.

(ii) Projects are divisible and run for three periods.
(iii) Managers are subject to a resource constraint of $1.
(iv) Project returns are ex-ante private information known only to

managers.
(v) Managers and firms share a common discount rate.

(vi) Managers’ rewards are based on current cash flows.
(vii) There is an exogenously given probability, 0 < q < 1, that a manager

will quit voluntarily at the end of any period.

The assumption of perfect project divisibility means that managers
can choose to finance one project in its entirety or they can choose
to form a portfolio of projects. The assumption of private information
means shareholders cannot force managers to choose the project with
the highest net present value, which is equivalent to saying that share-
holders cannot exercise the managerial function and act as if they were
the management. The assumption of a common discount rate means
that managers are not subject to any myopia that leads them to system-
atically prefer projects with a short-term bias. Lastly, quits are voluntary
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Table 7.1 The time sequence of project returns

Returns

Project t = 0 t = 1 t = 2
A RA,0 -1 RA,1 RA,2
B RB,0 -1 RB,1 RB,2

and managers are assumed to leave for jobs that yield unambiguously
superior utility outcomes to their current employment.

The projects returns are described in the Table 7.1, and the associated
net present values of the projects are given by

NPVA = RA,0−1+DRA,1+D2RA,2 (1.a)

NPVB = RB,0−1+DRB,1+D2RB,2 (1.b)

D= discount factor and D < 1. It is assumed that project A has a higher
net present value so that NPVA > NPVB. However, project B has supe-
rior early cash flows so that RB,0 > RA,0 and RB,1 > RA,1. This structure
captures the potential conflict between net present value and the timing
pattern of returns.

To begin with, consider the case of risk-neutral managers, in which
case managers’ utility functions are linear in income and they therefore
seek to maximize their own expected personal income. Such managers
always fully fund the project that yields them the highest return. This
is because they don’t care about income variability and therefore have
no interest in diversifying their project portfolios. However, though the
project returns are certain, risk is still present for individual managers
because of the uncertainty regarding quits. The analysis below shows
that there exists a critical probability of quitting at which such managers
exclusively fund the short-term project. The importance of this result is
that it shows that short-termism can result purely from the existence of
managerial turnover and need have nothing to do with managerial risk
aversion.

Given the above description of project cash flows, the program facing
an expected income maximizing manager is given as follows

Max U= y0+pDy1+p2D2y2 (2)
sA,sAB
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subject to y0 = a[sARA,0+ sBRB,0] 0 < a < 1 (2.a)

y1 = a[sARA,1+ sBRB,1] (2.b)

y2= a[sARA,2+ sBRB,2] (2.c)

sA+ sB = 1 sA,sB > 0 (2.d)

p= 1−q 0 < q < 1 (2.e)

yt =manager’s income in period t (t = 0,1,2), a = share of revenues paid
to managers, sj = share of resources invested in project j (j = A,B), and
p= probability that a manager will remain with the firm.

Equation (2) is the manager’s objective function. Equations (2.a)–(2.c)
determine the manager’s rewards as a function of his project investment
decisions. Equation (2.d) is the resource constraint, and Equation (2.e)
relates the probability that a manager will remain with the firm to the
probability he will quit.

Proposition 7.1 If the probability of quitting is zero (q = 0), then a risk-
neutral manager will always choose to fully fund the project with the highest
net present value.

Proof: If q = 0 then p = 1. Substituting (2.a)–(2.d) into (2) and using
the definitions of the project’s net present value given by (1.a) and (1.b)
yields

Max U= a{sANPVA+[1− sA]NPVB} subject to 0 < sA < 1.
sA

Given NPVA > NPVB, this expression is maximized by setting sA = 1.

The significance of this result is that it shows, in the absence of quits,
risk-neutral managers who share a common discount factor with the
firm, and who receive part of the firm’s cash flows, will maximize net
present values as predicted by conventional theory.

Proposition 7.2 If the probability of quitting is unity (q = 1), then risk-
neutral managers will always choose to fully fund the project with the higher
early cash flows.

Proof: Setting p = 0, and substituting (2.a) and (2.d) into (2) yields

Max U= asARA,0+ a[1− sA]RB,0 subject to 0 < sA < 1.
sA



Short-termism 119

Given RB,0 > RA,0, this expression is maximized by setting sA = 0.

Though for the special case of p = 0, the significance of this result
is that it illuminates the importance of quit behavior linked with the
system of managerial rewards, for determining project selection.

Proposition 7.3 There exists a critical probability of quitting, q= q∗, below
which risk-neutral managers fully fund the project with the higher net present
value (project A), and above which they fully fund the project with superior
early cash flows (project B). At q = q∗, managers are indifferent between the
two projects.

Proof: For the general case when 0 < p < 1, substitution of (2.a)–(2.d)
into (2) yields

Max V= asA{[RA,0+pDRA,1+p2D2RA,2]− [RB,0+pDRB,1+p2D2RB,2]}
sA

+ a[RB,0+pDRB,1+p2D2RB,2]

The choice variable is sA and only the expression in the curly parentheses
is relevant to that choice. Now define two variables, ZA and ZB, given by

ZA = RA,0+pDRA,1+p2D2RA,2

ZB = RB,0+pDRB,1+p2D2RB,2

Inspection of the term within the curly parentheses shows that if ZA >
ZB, achieving a constrained maximum requires setting sA = 1. Similarly,
if ZA < ZB, achieving a constrained maximum requires setting sA = 0.
Twice differentiating ZA and ZB with respect to p yields

dZA/dp=DRA,1+2pD2RA,2 > 0;d2ZA/dp2 = 2D2RA,2 > 0

dZB/dp=DRB,1+2pD2RB,2 > 0 : d2ZB/dp2 = 2D2RB,2 > 0

The functions ZA and ZB are therefore both continuous and monotonic
in p, and both are positively sloped and the slope is increasing. Lastly,
for a value of p = 0, ZA = RA,0 and ZB = RB,0 so that ZA < ZB. Similarly,
for a value of p = 1, ZA = NPVA and ZB = NPVB so that ZA > ZB. Given
the continuous and monotonic nature of the functions ZA and ZB, and
combining this with the fact that there exists values of p within the
interval [0, 1] for which ZA < ZB and ZA > ZB, there then exists a unique
value of p = p∗ where 0 < p∗ < 1, at which ZA = ZB. Given the above
decision criterion, managers will be indifferent between projects A and
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Figure 7.1 Determination of the critical quit probability at which risk-neutral
managers become short-termist

B at p = p∗, will fully fund project B if p < p∗, and will fully fund project
A if p > p∗. The value of q at this critical value is given by q∗ = 1 – p∗.

The determination of p∗ is shown in Figure 7.1, which plots ZA and
ZB as functions of p. For p = 0, ZA = RA,0 and ZB = RB,0. For p =1,
ZA = NPVA and ZB = NPVB. The value of p∗ is determined by the inter-
section of the ZA and ZB functions. This figure serves to illustrate how
the choice of projects is affected by the probability of managers leav-
ing the firm. Managers with a high probability of quitting (low p) will
adopt a short-term perspective, while managers with a low probability
of quitting (high p) will maximize net present value in accordance with
conventional theory.

The assumption of risk neutrality helps render transparent the sig-
nificance of managerial turnover, as represented by the probability of
quitting, for the theory of short-termism. However, the model can be
expanded to include risk aversion on the part of managers. This serves
to reduce the incidence of short-termism because managers now have
an incentive to hedge the possibility that a quit opportunity will not
materialize. They therefore undertake some of the long-term project to
diversify against this risk, and the share of the long-term project rises as
the probability of quitting falls.

For the risk-averse case, the representative manager’s objective func-
tion given by Equation (2) is modified as follows

Max U=U(y0)+pDU(y1)+p2D2U(y2) U′ > 0,U′′ < 0 (2’)
sA,sB
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Substituting Equations (2.a)–(2.d) into (2’) yields

Max U=U(asARA,0+ a[1− sA]RB,0)+pDU(asARA,1+ a[1− sA]RB,1)

sA

+p2D2U(asARA,2+ a[1− sA]RB,2) (3)

subject to sA < 1 (3.a)

sA > 0 (3.b)

Differentiating the above Kuhn-Tucker program with respect to sA yields
the following Kuhn-Tucker conditions

dU/dsA =Uy0a[RA,0−RB,0]+pDUy1a[RA,1−RAB,1] (4.a)

+p2D2Uy2a[RA,2−RB,2]+L1−L2 > 0

sAdU/dsA = 0 (4.b)

dU/dL1 = 1− sA > 0 (4.c)

L1dU/dL1 = 0 (4.d)

dU/dL2 = sA > 0 (4.e)

L2dU/dL2 = 0 (4.f)

Proposition 7.4 Risk-averse managers invest in both types of project so that
the solution to the above program has both Kuhn-Tucker multipliers equal to
zero and 0 < sA < 1.

Proof: The proof is by contradiction. If sA= 1, then per (4.b) dU/dsA=0.
Per (4.c) and (4.d), L1 > 0 and per (4.e) and (4.f) L2 = 0. However, if
sA = 1, inspection of Equation (3) shows the terms RB,0, RB,1, and RB,2
disappear from Condition (4.a). This means that (4.a) is positive, which
implies dU/dsA > 0 which violates (4.b).

If sA = 0, then per (4.b) dU/dsA > 0. Per (4.c) and (4.d), L1 = 0, and
per (4.e) and (4.f) L2 > 0. However, if sA = 0, inspection of Equation
(3) shows the terms RA,0, RA,1, and RA,2 disappear from Condition
(4.a). This means that (4.a) is negative, which implies dU/dsA < 0 which
violates (4.b).

The above proof means that risk-averse managers partially fund both
the high net present value project and the project with superior early cash
flows. The economic logic is that risk-averse managers form portfolios of
projects as a means of insuring their own rewards. Risk aversion therefore
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provides an independent additional reason for short-term managerial
behavior.

Though risk aversion explains why managers invest in both projects,
the degree of manager short-termism is still affected by the likelihood
that a manager will quit. Consequently, the effect of quits in the presence
of risk-averse managerial behavior is qualitatively the same as under risk-
neutral behavior.

Proposition 7.5 The share of resources that risk-averse managers allocate to
the long-term project with higher net present value increases as the probability
of quitting declines.

Proof: Given 0 < sA < 1 by proposition 4, this means that Condition
(4.a) holds with equality so that

dU/dsA =Uy0a[RA,0−RB,0]+pDUy1a[RA,1−RB,1]
+p2D2Uy2a[RA,2−RB,2] = 0 (5)

Differentiating (5) with respect to sA and p yields

dsA/dp=−{DUy1a[RA,1−RB,1]+2pD2Uy2a[RA,2−RB,2]}/ (6)

a2{U”
y0[RA,0−RB,0]2+pDU”

y1[RA,1−RB,1]2+p2D2U”
y2[RA,2−RB,2]2}

The denominator is unambiguously negative owing to the assumption
of diminishing marginal utility of income. The numerator can also
be shown to be unambiguously negative as a result of the first-order
condition. This condition states that

Uy0a[RA,0−RB,0]+pDUy1a[RA,1−RB,1]+p2D2Uy2a[RA,2−RB,2] = 0

The first two terms are negative and the third positive. This implies
pDUy1a[RA,1 – RB,1] + p2D2Uy2a[RA,2 – RB,2] > 0 so that DUy1a[RA,1 –

RB,1] + 2pD2Uy2a[RA,2 – RB,2] > 0. Thus, –{DUy1a[RA,1 – RB,1] +
2pD2Uy2a[RA,2 – RB,2]}< 0.

In sum, risk-averse managers have two reasons for exhibiting short-
termism. The first reason is their risk aversion, which provides an
incentive to form portfolios of projects so as to spread their own-reward
risk. The second concerns the degree of their tenure as measured by
the probability of quitting. As this probability declines they invest
proportionately more in the long-term higher net present value project.

Comparing the behavior of risk-neutral and risk-averse managers
reveals that risk-averse mangers can display both “more” and “less”
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short-termism. When p < p∗, risk-neutral managers are fully invested in
the project B (the short-term project) while risk-averse managers are not.
That is because the risk-averse managers invest some part of the resources
they control in the long-term project for portfolio diversification reasons.
Thus, risk-averse managers display less short-termism. However, if p > p*,
risk-neutral managers are fully invested in the project A (the long-term
project) while risk-averse managers are not. In this instance, risk-averse
managers display more short-termism.

7.3 Some further considerations

The above model illuminates how the extent of short-termism depends
importantly on the likelihood of managerial quits, which reveals the
economic significance of managerial turnover. A direct implication is
that economies characterized by a high level of managerial turnover will
tend to exhibit a greater degree of short-termism.

Financialization, with its pattern of managerial remuneration based
on commissions and profit bonuses, can be thought of as establishing a
structure equivalent to high turnover. That is because managers received
benefits up front but bore none of the back-loaded costs, as if they had
quit before the costs came due.

In the above analysis the probability of quits was taken as an exoge-
nous institutional datum. However, in practice it is likely to be affected
by a number of influences, some of which are endogenous. These influ-
ences include (a) exogenous cultural and social forces regarding attitudes
toward corporate loyalty and job mobility; (b) endogenous actions of
managers intended to increase the probability of receiving an outside
job offer; and (c) endogenous decisions of firms regarding the provision
of incentives designed to get managers to adopt a long-term perspective.

The above explanation of managerial short-termism also suggests that
there may be a trade-off between the efficiency benefits of managerial
mobility and the extent of short-termism. Managerial mobility yields
productivity benefits by placing the best managers in the most produc-
tive locations. However, it also promotes quits and short-termism, which
lowers productivity by inducing managers to select lower net present
value projects.

Managers may also endogenously influence the probability of quits.
For instance, suppose potential hiring firms only observe managers’
current performance and make job offers on the basis of this perfor-
mance. In this case, managers will have a further incentive to engage
in short-termism as a means of inducing improved outside job offers.
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This channel of effect can be modeled by specifically introducing the
income associated with outside job offers, and making both the income
and the probability of outside job offers positive functions of current
performance.

A simplified representation of this situation, involving a risk-neutral
manager, can be captured by respecifying the program given by
Equations (2)–(2.e) as follows:

Max U= y0+p(sARA,0+ sBRB,0)Dy1 (7)
sA,sB

+p(sARA,0+ sBRB,0)p(sARA,1+ sBRB,1)D2y2

+[1−p(sARA,0+ sBRB,0)]V0(sARA,0+ sBRB,0)

+p(sARA,0+ sBRB,0)[1−p(sARA,1+ sBRAB,1)]V1(sARA,1+ sBRAB,1)

subject to

y0 = asARA,0+ asBRB,0 0 < a < 1 (7.a)

y1 = asARA,1+ asBRB,1 (7.b)

y2 = asARA,2+ asBRB,2 (7.c)

sA+ sB = 1 sA,sB > 0 (7.d)

p′ < 0,V′0 > 0,V′1 > 0

V0 = discounted value of the income stream associated with job offers
received at the end of period 0, V1 = discounted value of the income
stream associated with job offers received at the end of period 1. More-
over, the value of job offers is assumed to be such that V0 > Dy1+D2y2
and V1 > D2y2, which ensures that outside offers are superior to
remaining with the firm.

The first-order conditions are now more complicated. However, inspec-
tion of the program given by (7)–(7.d) is sufficient to reveal that managers
have an added incentive for short-term behavior because such behavior
raises the probability and value of outside offers received at the ends
of periods 0 and 1. Managers therefore internalize the effect of sA on
both the probability and value of an outside offer, and their investment
choices today are in part chosen to generate future outside opportunities
for themselves. However, balancing this, risk-averse managers also realize
that if these opportunities do not materialize they risk being stuck with
their current firm and the outcomes that their past choices have deter-
mined. Short-term behavior therefore raises the probability of receiving
an attractive offer in the near future. However, it lowers the probability
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of receiving an attractive offer in the distant future, by which time the
consequences of adopting projects with lower net present values will
have become visible.

The above considerations raise associated issues of optimal contract
design. The incentive for managers to adopt a short-term perspective
means there is a principal–agent problem. Owners therefore have a coun-
tervailing incentive to induce managers to overcome the truncation in
their time horizon caused by the possibility of quitting. One possible
response is to give managers rising lifetime salary profiles. In terms of
the model, this involves reconstructing the managerial payoff functions
given by (2.a), (2.b), and (2.c) so that the revenue share parameter “a”
rises with employment duration such that a0 < a1 < a2, where the
subscript denotes time period.

A second response is to give managers stock options, the goal being
to give managers an ownership share and thereby align the manager’s
objective function with that of shareholders. However, managers who
quit will have an incentive to sell their stock when they leave. This is
because they have inside information and know that project returns are
temporarily high owing to the prior short-term nature of project selec-
tion. The stock market (shareholders) does not know this owing to the
information asymmetry, and will instead value the company highly on
the basis of high reported current profits. Thus, if an option scheme is
to be successful, the options must only be exercisable at some future dis-
tant date after they have been granted. In terms of the model, such a
scheme amounts to entitling managers to a share of period 2 revenues,
whether or not they stay. This provides an incentive to adopt a long-term
perspective when the project mix is selected in period 0.

This last solution has been widely mooted in the wake of the finan-
cial crisis of 2008. As regards the “originate to distribute” financial sector
business model, the solution is to get lenders to retain a significant stub
of the original loan on which they bear default risk. That risk would
then provide lending firms an incentive to engage in sound lending
rather than loan pushing, and Chairman Greenspan recommended such
a reform in his same October 23, 2008 Congressional testimony in which
he admitted having found a flaw in his thinking:

As much as I would have preferred otherwise, in this financial envi-
ronment I see no choice but to require that all securitizers retain
a meaningful part of the securities they issue. This will offset, in
part, market deficiencies stemming from the failures of counterparty
surveillance. (p.11)



8
A Theory of Minsky Super-cycles
and Financial Crises

Chapter 4 emphasized the relevance of the ideas of Hyman Minsky
for understanding business cycles. However, Minsky’s ideas, as devel-
oped in his financial instability hypothesis, extend beyond standard
cycle analysis and provide an encompassing frame for understand-
ing financialization, albeit one that emphasizes instability. Chapters 2
and 3 focused on the income redistribution aspects of financialization
and the role of financial markets, especially credit, in filling resulting
demand shortages. Minsky’s theory adds a rich evolutionary dynamic
that explains why financialization has a tendency to instability. That ten-
dency is supported by the microeconomics of managerial herd behavior
and short-termism, which were examined in Chapters 6 and 7.

The chapter explores and extends Minsky’s (1959a, 1959b, 1982, 1992)
work, by surfacing ideas and themes that are clearly present in his work
but have not been given enough attention by economists, including
those (almost exclusively Post Keynesians) who have recognized his con-
tribution. While there have been many attempts to formalize Minsky’s
work, those attempts tend to treat him as a narrow theorist of financial
business cycles rather than a process theorist of financial capitalism.

The chapter argues that Minsky needs to be understood not only
through a conventional medium-term business cycle lens as developed in
Chapter 4, but also through the lens of long-term swings. The medium-
term cycle is labeled the “basic cycle” and it operates through Minsky’s

This chapter was originally presented at a conference titled ‘The Political Economy
of Central Banking’ funded by the Social Sciences and Humanities Research Coun-
cil (SSHRC) of Canada held at Ryerson University, Toronto, Ontario, Canada, May
28–29, 2009. It was subsequently published as “A theory of Minsky super-cycles
and financial crises,” Contributions to Political Economy, 30 (1) (2011): 31–46.
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stages of finance schema: hedge – speculative – Ponzi. The long swing
dynamic is labeled the “super-cycle”.

The reason for introducing this distinction is to capture the financial
instability effects arising from the ongoing process of institutional, prod-
uct, and behavioral change. Though Minsky undoubtedly emphasized
the basic cycle, reading between the lines it is possible to detect a super-
cycle perspective, and the notion of a super-cycle is readily incorporated
into his argument.

Such an interpretation expands and enriches Minsky’s financial insta-
bility hypothesis, which can now be interpreted as a generalized financial
cycle theory. This generalized theory weaves together a medium-term
Keynesian-styled dynamic resting on the Samuelson (1939)–Hicks (1950)
multiplier-accelerator mechanism with long-cycle thinking in the tradi-
tion of economists such as Schumpeter (1939) and Kondratiev.

Whereas considerable attention has been devoted to the basic cycle
dimension of Minsky’s thinking, less attention has been devoted to the
long-swing super-cycle dimension. Part of the reason for this is Minsky’s
own lack of clarity and failure to distinguish between the basic cycle and
the super-cycle. It is the super-cycle that ultimately permits financial
crisis. Whereas financially driven business cycles occur every decade,
financial crises occur over longer durations, reflecting the longer phase of
the super-cycle.1 By failing to distinguish these two dynamics, Minsky’s
writings give the impression that deep financial crises are more common
than they are.

8.1 Minsky as process theorist

The foundation of Minsky’s thinking is his construction of the economic
process. That makes Minsky a theorist of capitalism who theorized it
in terms of “process”. This approach to economics put him at odds
with modern economics that constructs capitalism in terms of “equi-
librium”, and it helps explain why Minsky was overlooked by much of
the economics profession.

The equilibrium approach looks at the economic problem as one of
establishing efficient market allocations. To the extent that dynamics
enter, it is with regard to whether those equilibrium allocations are sta-
ble or unstable. Viewed from the equilibrium perspective, process issues
(that is, dynamics) take a back seat and are an add-on to the economic
problem.

For Minsky, process is the issue, and his theory of process can be sum-
marized as: “Success breeds excess breeds failure.” Such a construction of
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the economic process is one of evolutionary instability. Evolutionary fac-
tors are present because the economy evolves through stages that breed
successive stages. Instability is present because the system periodically
ends in failure and collapse, which is why Minsky termed his approach
the financial instability hypothesis.

Minsky’s construction of the capitalist economic process recognizes
features that are both general and historically specific. The generality of
the “success breeds excess breeds failure” process is captured in Minsky’s
view that “The more things change, the more they remain the same
(Minsky, 1993, p. 2).” The historical specificity is captured by his accom-
panying view “One can never step in the same river twice (Minsky, 1993,
p. 2).”

The financial crisis of 2008 fits the schema. Its specific details are differ-
ent from past financial crises, but its underlying logic and evolution are
structurally similar; financial capitalism is governed by a general process
that is enduring, but the landscape through which the process travels is
forever changing and therefore historically specific.

8.2 Minsky as cycle theorist

Minsky’s financial instability hypothesis can be thought of as resting
on two different cyclical processes, as illustrated in Figure 8.1. The first
process is labeled the “Minsky basic cycle,” while the second process is
labeled the “Minsky super-cycle.” The basic cycle is widely recognized
and rests on the evolution of financing arrangements through succes-
sive stages of hedge, speculative, and Ponzi finance. The super-cycle is
less well recognized, though it is fully articulated in a paper co-authored
by Piero Ferri (Ferri and Minsky, 1992) that deserves far greater recogni-
tion. Unfortunately, the critical arguments in that paper were omitted in
Minsky’s (1992) brief article titled “The Financial Instability Hypothesis,”
in which he summarized his theory.

Financial instability
hypothesis

Basic Minsky cycle Minsky super-cycle

Figure 8.1 The two cycles embedded in the financial instability hypothesis
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Stage 1:
Hedge finance
(Financial tranquility)

Stage 2:
Speculative finance
(Financial fragility)

Stage 3:
Ponzi finance
(Financial bust)

Figure 8.2 Stages of the Minsky basic cycle

The basic cycle captures the phenomenon of emerging finan-
cial fragility as reflected in agents’ balance sheets and financing
arrangements.2 The basic cycle is illustrated in Figure 8.2 and it involves
the familiar process of evolution, beginning with hedge finance, passing
through speculative finance, and ending with Ponzi finance. The basic
cycle operates at the level of the individual enterprise.

Much has been written on the basic cycle and Minsky (1992) carefully
defined its stages. “Hedge finance units are those which can fulfill all
of their contractual payment obligations by their cash flows (Minsky,
1992, p. 7),” and it tends to be associated with greater weight of equity
financing in the liability structure. “Speculative finance units are units
that can meet their payment commitments on ‘income account’ on their
liabilities, even as they cannot repay the principle out of cash flows. Such
units need to ‘roll over’ their liabilities (Minsky, 1992, p. 7).” Lastly, “for
Ponzi units, the cash flows from operations are not sufficient to fulfill
either the repayment of principle or the interest due on outstanding
debts by their cash flows from operations. Such units can sell assets or
borrow (Minsky, 1992, p. 7).”

As discussed in Chapter 4, there are many formal models in the spirit
of the Minsky basic cycle. These include (to list a few) Foley (1987),
Semmler and Franke (1991), Gallegati and Gardini (1991), Skott (1994),
and Delli Gatti et al. (1994). All of these models emphasize the emer-
gence of gradually more fragile corporate balance sheets that are marked
by either reduced liquidity or higher debt–equity ratios. These devel-
opments give rise to balance sheet congestion that eventually strangles
investment activity. This triggers an economic downturn that gener-
ates a deleveraging process, which eventually creates the conditions for
another upswing. Palley (1994, 1997a) presents a model that focuses on
households and consumer debt, and in that model it is the growing bur-
den of debt service payments from free-spending debtor households to
thriftier creditor households that eventually curtails the expansion.

Minsky’s theory of the basic cycle involves important psychological
influences. The move between financing stages is in part driven by agents
becoming progressively more optimistic. That optimism manifests itself
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in increasingly optimistic valuations of assets and assessments of revenue
streams, combined with increased willingness to take on more risk in the
belief that good times are here forever. This optimistic psychology afflicts
both borrowers and lenders, and not just one side of the market. That is
critical because it means market discipline is weakened.

Historically, long business cycles have tended to generate talk of the
“death of the business cycle.” In the 1990s there was talk of the “new
economy” that was supposed to have killed the business cycle by inau-
gurating a period of permanently accelerated productivity growth. The
2000s saw talk of the “Great Moderation” whereby central banks had
tamed the business cycle through improved monetary policy based on
improved theoretical understanding of the economy. This talk is not inci-
dental. Instead, it constitutes broad evidence of the basic Minsky cycle at
work. Improving times generate increased optimism, and that optimism
afflicts all including regulators and policymakers. For instance, Federal
Reserve Chairman Ben Bernanke (2004) declared himself a believer in
the Great Moderation hypothesis.

The Minsky basic cycle is present in every business cycle and operates at
the enterprise level. However, it is complemented by the Minsky super-
cycle that works over a period of several business cycles and operates
at the system level. The super-cycle is a process of transforming busi-
ness institutions, business practices and conventions, and the structures
governing the market in a fashion that eventually gives rise to a major
financial crisis.

Though Minsky did not write about financial cycles in terms of a dual
cycle, doing so provides a way of coherently embedding his concerns
about financial innovation, deregulation, and regulatory change which
pepper his work. For instance, it is now widely recognized that securiti-
zation – the process of bundling loans and mortgages as single securities
that are then resold – was an important factor in the development of
the US house price bubble and the financial crisis of 2008. Minsky rec-
ognized presciently the financial stability implications of securitization
and wrote some notes about it in 1987 (Minsky, 2008).

Another major concern of his was the structures of governance needed
to ensure the stability of capitalist economies. Minsky (Ferri and Minsky,
1992) labeled those structures “thwarting institutions” in that they
thwart instability. These thwarting institutions may be public or private,
and their role is to “constrain the outcomes of capitalist market pro-
cesses to viable or acceptable outcomes (Ferri and Minsky, 1992, p. 1).”
Frequent bouts of instability of economic outcomes are not observed
because “the economy has evolved usages and institutions, including
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agencies of government, whose economic impact is to thwart the insta-
bility generating tendencies of the economy (Ferri and Minsky, 1992,
p. 11).”

Perhaps the most important thwarting institution identified by Minsky
was “big government” which stabilizes aggregate demand. Before the
Great Depression, government spending in the US was around 5 per
cent of GDP, but since then it has been around 20 per cent.

In the financial sector the most important thwarting institution is the
central bank in its role as lender of last resort. Financial regulation that
bars excessive risk taking by direct balance sheet composition restrictions
and via measures such as margin requirements, capital requirements, and
reserve requirements are other forms of thwarting institutions.

In international financial markets thwarting arrangements such as the
Bretton Woods system that established adjustable fixed exchange rates
and prevented competitive devaluation are another form. In the modern
era of flexible exchange rates, the willingness of central banks to engage
in currency swaps and the availability of emergency finance from the
International Monetary Fund constitute today’s international financial
thwarting institutions.

In labor markets, wage setting conventions such as the “produc-
tivity plus inflation rule (Ferri and Minsky, 1991, p. 14)” that help
sustain aggregate demand and ward off under-consumption constitute
thwarting institutions. According to that logic, the minimum wage,
unemployment insurance, and welfare protections are also thwarting
institutions. So too are trade unions, as they ensure a distribution of
income that maintains aggregate demand. However, this also illustrates
how what qualifies as a thwarting institution will depend on theoretical
perspective. Minsky was a progressive Keynesian, which influenced his
identification of thwarting institutions.

The process of erosion and transformation characterizing the
super-cycle takes several cycles, which is why the super-cycle is a long-
phase cycle whereas the basic cycle is a shorter-phase cycle. However,
both cycles take place simultaneously. Figure 8.3 illustrates the stages

Stage 1:
Contained risk
taking (systemic
stability)

Stage 2:
Expanding risk
taking (systemic
exuberance)

Stage 3:
Excessive risk
taking (systemic
vulnerability)

Figure 8.3 Stages of the Minsky super-cycle
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Time

Figure 8.4 A symmetric Minsky super-cycle

of the Minsky super-cycle: systemic stability, systemic exuberance, and
systemic vulnerability. Full-blown financial busts that threaten the sur-
vivability of the economy only happen “once a generation,” when
the Minsky super-cycle has had time to erode the economy’s thwart-
ing institutions. In between these busts only the Minsky basic cycle is
visible.

The Minsky super-cycle works over a period of several Minsky basic
cycles. This pattern of development is illustrated in Figure 8.4, which
shows a gradually evolving cycle characterized by greater amplitude. This
evolving amplitude is accompanied by symmetric weakening of thwart-
ing institutions, which is represented by the widening and thinning of
the bands determining the system’s floors and ceilings. Eventually the
thwarting institutions become sufficiently eroded and the embrace of
financial excess is sufficiently deep that the economy experiences an
uncontained cyclical bust. Once a full-scale bust occurs, the economy
enters a period of renewal of thwarting institutions – which reasonably
describes the current period (2009/10) when there is talk of renewed
regulation.

This episodic history of construction and erosion of thwarting insti-
tutions is illustrated by US legislative financial history. Following the
Great Depression there was an extended period of creation of financial
thwarting institutions. This included the Glass–Steagall Act (1933); the
Securities Act (1933); the Securities Exchange Act (1934); the Trust Inden-
ture Act (1939); the Investment Advisers Act (1940); the Investment
Company Act (1940); and the Banking Holding Company Act (1956).

The long process of erosion can be identified with market innova-
tions such as the emergence of the eurodollar market in the 1960s as a
way of escaping US banking regulation; the Garn–St.Germain Depository
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Figure 8.5 An asymmetric Minsky super-cycle

Institutions Act (1982) that de-regulated the saving and loan industry;
and the Gramm–Leach–Bliley Act (1999) that repealed the Glass–Steagall
Act and parts of the Bank Holding Act. If financial legislative history is an
indicator, the creation and erosion of thwarting institutions is an asym-
metric process. Creation of thwarting institutions tends to happen in
bursts following crisis periods, while erosion and transformation takes
place over a long-drawn-out period.

Figure 8.4 shows the case where economy undergoes cycles of sym-
metrically widening amplitude prior to the bust. However, there is no
requirement for this. Another possibility is that cycles have asymmetri-
cally changing amplitude. This alternative case is shown in Figure 8.5,
and it gives Minsky’s endogenous financial instability hypothesis an
upward bias. Evolving excessive psychological optimism combined with
financial innovations and regulatory change that remove constraints,
together allow increasing financial excess that creates stronger booms.
If paired with institutional arrangements like the Keynesian revolution
in economic policymaking that put a floor under the economy, the
super-cycle becomes asymmetric. Thus, it allows more upward move-
ment while constraining downward movement, at least until the “big
one” eventually hits.

Analytically, the full Minsky system can be thought of as a com-
bination of three different approaches to the business cycle. The
basic dynamic rests on a finance-driven version of Samuelson’s (1939)
multiplier-accelerator formulation of the business cycle. The thwarting
institutions involve floors and ceilings and link Minsky’s thinking to
Hicks’ (1950) construction of the trade cycle. The super-cycle aspect is
then captured by shifting and weakening of floors and ceilings, which
provides links to economists such as Schumpeter (1939).
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The thwarting institutions are explicitly present in the floors and
ceilings, but they may also be present in the coefficients of the multiplier-
accelerator model which determine the responsiveness of economic
activity to changes in such variables as expectations and asset prices.
Minsky (see Delli Gatti et al., 1994) referred to all three types of cycle
and his own early formal modeling (Minsky, 1959a, 1959b) made use of
these modeling approaches.

However, the problem with formal modeling is it imposes too deter-
ministic a phase length on what is in reality a historically idiosyncratic
process. Adding stochastic disturbances jostles the process but does not
adequately capture its idiosyncratic character, which Minsky (1993, p. 2)
described as “One can never step in the same river twice.” Modeling,
which is the modern economist’s obsession, may simply not be up to the
task. Minsky realized this: “A model per se, however, is nothing else than
a device for organizing thoughts. When deemed necessary, our descrip-
tion of financial developments will be richer and more detailed than that
incorporated into the model (Delli Gatti et al., 1994, p. 4).”3

8.3 Details of the Minsky super-cycle

The Minsky super-cycle can be thought of as allowing more and more
financial risk into the system. The cycle involves the twin developments
of “regulatory relaxation” and “increased risk taking” that are shown in
Figure 8.6. The process of regulatory relaxation can be identified with

Minsky super-cycle 

Regulatory relaxation Increased risk-taking

Regulatory
capture

Regulatory
relapse

Regulatory
escape

Financial
innovation

Memory loss &
culture change

Data
hysterisis

Figure 8.6 Details of the Minsky super-cycle
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increasing the supply of risk, while the process of increased risk taking
can be identified with increases of both supply and demand for risk.

There are three dimensions to the process of regulatory relaxation
and increased supply of risk. The first is regulatory capture. Thwarting
institutions limit the activities of financial institutions. If economi-
cally binding, these limitations reduce profits. That creates an economic
incentive to capture regulatory agencies in order to weaken regulations.
Such a process of capture has clearly been evident over past 25 years, and
is now even acknowledged by mainstream economists (Johnson, 2009).
Wall Street has stepped up its lobbying efforts, and there is a revolving
door between Wall Street on one side and government on the other – in
particular the Federal Reserve, the Treasury, and the Securities Exchange
Commission.

The second dimension is regulatory relapse. Regulators are human and
part of society, and like investors (see below) are subject to memory loss
and reinterpretation of history. Thus, regulators forget the lessons of
the past and buy into the rhetoric of death of business cycle. The result
is willingness to weaken regulation, on grounds that things are changed
and regulation is no longer needed. This shift in policy may be supported
by developments in economics, driven by similar social forces, which
provide an intellectual justification for such regulatory change.

The third dimension is regulatory escape. Thus, the supply of risk can
increase through financial innovation that escapes the regulatory net
because it was not conceived of when regulation was established. Innova-
tion causes activity to spill outside the domain of thwarting institutions,
and addressing innovation requires constant updating of regulation. This
is the story of the shadow banking system and derivatives. However, the
forces of regulatory capture and regulatory relaxation work against reg-
ulatory updating by challenging the will to maintain a comprehensive
coherent system of regulation.

Effective regulation is a dynamic game played between market and reg-
ulator, and the market always seeks to escape regulation (Palley, 1998,
p. 7). If regulation is economically binding in the sense of limiting the
activities that the market participants would otherwise undertake, mar-
kets are likely to eventually innovate around the regulations. In effect,
good regulation inevitably sows the seeds of its own destruction by pro-
viding an incentive to innovate, and this microeconomic logic is part of
the Minsky super-cycle.

The process of increased risk taking also involves three dimensions.
The first is financial innovation that provides new products, which allow
more risk taking. Over the past two decades the household sector has
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been introduced to home equity loans, lower mortgage down-payments,
and a shift in pension arrangements from defined benefit plans to defined
contribution plans where the ultimate payment depends on investments
made. Financial markets have also created and expanded the use of a
host of new products that facilitate financial risk taking. These include
securitization and tranching of securities, derivatives, and options. All
of these products allow households, business, and financial institutions
to take on new patterns and changed levels of financial risk.

A second dimension of increased risk taking is the memory loss and
culture change that increases the demand for risk. The passage of time
contributes to the forgetting of earlier financial crises and that makes
for a new willingness (or taste) to take on risk. The experience of the
Great Depression permanently reduced the demand for equities among
the 1930s generation – but baby boomers who never experienced the
depression have been enthusiastic stock investors.

The phenomenon of memory loss is evident in the gradual decline
and disappearance of the so-called “equity premium” – the excess return
to stocks relative to bonds. As preferences for stock investing have been
rebuilt, that has driven up the price of stock and reduced its relative
return.

Another related factor is culture change, which may rely on memory
loss as one of its drivers. This phenomenon is evident in the develop-
ment of a “greed is good” culture, epitomized by the fictional character
Gordon Gecko in the movie Wall Street. Similarly, investing has devel-
oped into a new form of entertainment, as reflected in phenomena
like day trading and emergence of TV investment adviser personalities
like Jim Cramer. Finally, culture change is evident in attitudes toward
home ownership which is now interpreted as much as an investment
opportunity as provision of a place to live.

The changing behaviors associated with memory loss and culture
change fit with behavioral and evolutionary economics. Thus, the basic
cycle and super-cycle may see herd behavior as patterns of imitation
develop, while the super-cycle may see evolutionary mechanisms that
lock in proclivity to risk taking via success and promotion. Managers and
entrepreneurs who make profits come to dominate. Since risk-takers tend
to make more profit, cautious investment managers and entrepreneurs
will tend to fall behind over time, and the population of managers
and entrepreneurs will be increasingly dominated by high rollers.4 This
process is reported by Zakaria (2008):

Boykin Curry, managing director of Eagle Capital, says “For 20
years, the DNA of nearly every financial institution had morphed
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dangerously. Each time someone pressed for more leverage and more
risk, the next few years proved them ‘right.’ These people were
emboldened, they were promoted and they gained control over even
more capital. Meanwhile, anyone in power who hesitated, who
argued for caution, was proved ‘wrong.’ The cautious types were
increasingly intimidated, passed over for promotion. They lost their
hold on capital.”

The third and final dimension of increased risk taking is data hysteresis,
which is an inevitable feature of Minsky’s view that the structure of the
economy is continuously changing. That process of change inevitably
generates data hysteresis. Crisis is followed by a period of rebuilding
of risk thwarting institutions that reduces risks and changes the data
outcomes generated by the system. Thereafter, there follows a long
period marked by an uneven process of regulatory capture, regulatory
relapse, regulatory escape, financial innovation, memory loss, and cul-
ture change. These developments mean that the data generating process
is subject to continuous change so that time series analysis becomes
a wholly inappropriate guide for action. However, that does not stop
people using such analysis.

This problem is illustrated in Figure 8.7 which shows stylized risk–
return trade-offs. As appetite and opportunities for risk taking increase
owing to memory loss, financial innovation, and deregulation, agents
move up their believed risk–return schedule. However, they are blind
to the fact that the actual risk–return schedule has shifted because of
changed structural conditions – including increased risk taking by all.
Most importantly, this blindness applies on all sides of the market,
including regulators, so that both market discipline and policy disci-
pline increasingly fail to protect against the build-up of positions that

Risk 

Return

Actual risk/returnT+n

Believed risk/returnT+n

PortfolioT PortfolioT+n

Figure 8.7 The changing pattern of risk and risk-taking
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ultimately generate crisis. As shown by the chatter about the “Great
Moderation,” stories about the death of the business cycle and “this time
is different” are believed by all – market participants and policymakers.

8.4 Minsky’s broad intellectual appeal

Minsky’s thinking about the economic process has broad and wide
appeal, making it attractive to many different schools of thought. The
Minsky super-cycle describes the economy as passing through stages in
which thwarting institutions are eroded and the process eventually ends
in crisis.

This emphasis on institutions makes it consistent with institutional-
ist economics. The “stages plus crisis” framework also resonates with
the social structures of accumulation (SSA) school articulated by neo-
Marxists such as (see for instance Kotz et al., 1994). It also resonates with
the French regulationist school (see for instance Boyer and Saillard, 2002)
that sees capitalism as organized by different regimes of production.

Minsky is a natural complement to both SSA and regulationist think-
ing, and adds to their thinking. First, he brings a focus on finance which
has been relatively absent in SSA and regulationist thinking. Second,
Minsky can be thought of as introducing a “double stage” approach that
includes both long and short stages. Regimes can be thought of as defin-
ing the long stage. Regimes then undergo short stages of evolution –
success breeds excess breeds failure – that end in crisis.

Minsky’s construction of the emergence of different of stages of the
cycle also fits neatly with an evolutionary approach to economics. Addi-
tionally, the role of changing psychology and expectations in driving the
shift from hedge to speculative to Ponzi finance links Minsky to the new
field of behavioral economics in which psychological factors and biases
play a critical role.

Furthermore, the Minsky super-cycle is also consistent with the con-
cept of hysteresis that has been emphasized by Post Keynesians (see
Setterfield, 1997a, 1997b). For Minsky, history is a one-way train, and
experience changes beliefs, understandings and priors in a way that
cannot be reversed. Thus, the process of memory loss regarding prior
crises is fundamentally hysteretic. So too is the changing pattern of data
that results from changing behavior and changes in the institutional
structure. This emphasis on history and the connection to hysteresis
also connects with the ergodic–non-ergodic distinction that has been
raised by Davidson (1991) and which challenges the legitimacy of using
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probability theory to describe the likelihood of realizing different states
of the world.

Minsky was an avowed Keynesian, and his approach is consistent with
Keynesian economics that takes as its point of intellectual departure
that capitalist economies are susceptible to crisis and are not automat-
ically self-adjusting. New Keynesians (Bernanke et al., 1996; Bernanke,
Gertler, and Gilchrist, 1999; Kiyotaki and Moore, 1997) have also tried
to incorporate Minsky’s thinking into their models through the notion
of a financial accelerator. The logic is changes in asset prices increase the
value of collateral, enabling increased borrowing that raises debt and
ultimately gives rise to balance sheet congestion that causes downturns.

Though the new Keynesian financial accelerator succeeds in creating
a financially driven business cycle, it is fundamentally different from
Minsky’s financial instability hypothesis. That is because New Keyne-
sian models are philosophically inconsistent with Minsky, because they
are stable equilibrium models that by definition cannot incorporate
the financial instability hypothesis. In a new Keynesian world, ratio-
nal agents would form expectations that peer into the future, recognize
that the economy is headed on an unstable path, and immediately
bring those implications to the present, forcing in place alternative
stable arrangements.5 This construction of the economic process funda-
mentally contradicts Minsky’s construction, which is about the gradual
inevitable evolution of instability that agents are blind to, yet is inherent
in the structure and patterns of behavior.

The neoclassical application of rational expectations methodology
that now dominates macroeconomics is methodologically incapable of
incorporating Minsky’s financial instability hypothesis. That is because
it rests on a different construction of the economic process – one that is
stable. Cycles can be generated by adding mechanisms like the financial
accelerator, but Minsky is about more than cycles. Likewise, instability
can be created by adding stochastic disturbances – “shocks” – but that
completely misrepresents Minsky’s instability, which is rooted in evolu-
tionary process. In the neoclassical world crises can only occur because
of shocks: hence the emphasis on fat-tailed probability distributions,
perfect storms, black swans and other metaphors of chance. That is a
fundamentally different construction of crisis from that contained in
Minsky’s financial instability hypothesis.

Square pegs cannot fit in round holes. Minsky is an intellectual square
peg. Neoclassical rational expectations macroeconomics is an intellec-
tual round hole. If the current financial crisis is indeed a vindication
of Minsky’s view of capitalism, then it means that neoclassical rational
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expectations macroeconomics is fundamentally flawed as a description
of capitalism.

8.5 The financial instability hypothesis as a
reflexive process

Section 8.1 described Minsky as a process theorist. In many regards,
Minsky’s construction of the capitalist process is a fundamentally post-
modern construction in that it embodies reflexivity. Reflexive processes
are circular processes between cause and effect, whereby an effect bends
back to impact the cause of the initial action. It is related to the concept
of feedback.

The Minskian construction of the economic process in terms of
“success breeds success breeds failure” can be applied more widely than
just the financial business cycle. For instance, one application might be
to popular understandings of unions and their economic effects. In the
period after the Great Depression, trade unions were seen as a neces-
sary institution for correcting excessive income inequality generated by
the market and which threatened to undermine the system. Over time,
as unions succeeded in bringing down income inequality, people may
have begun to believe that the problem of income inequality was per-
manently solved, so that unions were no longer needed. Consequently,
public support for unions may have declined, causing unions to shrink
and the problem of income distribution to return.

A similar logic can be made regarding the relationship between
Keynesian economics and neoliberalism. After World War II, Keynesian
economics emerged triumphant, with the New Deal and the war hav-
ing shown how demand management could restore full employment.
This triumph was followed by a 25-year period in which the economy
experienced historically fast growth, stable conditions, and low unem-
ployment. However, that success may have led people to believe that
the economic problem was permanently solved, and to forget the his-
tory behind this success. This memory loss may in turn have contributed
to the retreat from Keynesianism and fostered the return of laissez-faire
neoliberal understandings and economic policy.6 In effect, Keynesian
success at taming the economy helped create the space for the rebirth of
instability via financialization.

The financial instability hypothesis, the evolution of attitudes about
unions, and the evolution of thinking about the economy all embed a
common Minskian meta-process. People’s understanding of the econ-
omy evolves through time and people are involved in making the
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outcomes that change their understandings. At the same time their initial
understandings contributed to those outcomes. Thus there is a feedback
loop that runs as follows: initial understandings → outcomes → new
understandings.

This feedback loop is fundamentally reflexive. It is central to the
Minsky super-cycle, and it has also been emphasized by the financier
George Soros (1987). The looping process affects all – borrowers, lenders,
regulators, and policymakers. It also affects economists and their knowl-
edge claims. Thus, when the boom is on, economists can get caught
up in the optimism of the boom – as perhaps evidenced by Federal
Reserve chairman Ben Bernanke’s endorsement of the “Great Modera-
tion” hypothesis (Bernanke, 2004).

Even more importantly, as members of and participants in society,
economists and policymakers will get caught up in the long wave that
drives the super-cycle. That has implications for the contribution of eco-
nomic policy to the erosion of thwarting institutions. Thus, the success
of thwarting institutions in generating stable outcomes will create an
environment in which agents and economists think the system is fun-
damentally changed. Market participants may then start to take on more
risk as well as making political demands for new rules that allow more
risk taking. Economists and policymakers may endorse this by argu-
ing that things are changed and that the thwarting institutions are no
longer needed or never really contributed to stability. This is reflexivity
operating on a grand scale.

8.6 Policy implications

Hyman Minsky was first and foremost a theorist of the process of finan-
cial capitalism. However, his work also carries deep prescriptions for
thinking about policy and policymaking. These policy prescriptions
run significantly counter to the prescriptions generated by new classical
and new Keynesian macroeconomics which have dominated economics
for the past 30 years and have provided the justification for financial
neoliberalism.

Policy prescription 1: Policymakers should exercise self-conscious skep-
ticism toward the euphoria that accompanies a business cycle.
Such euphoria is an inevitable product of the logic of the financial
instability hypothesis.

Policy prescription 2: Capitalist economies need significant regulation
to contain financial speculation and financial excess, because the
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economy has an automatic behavioral tendency to instability. If
Milton Friedman is the philosophical advocate of a deregulated
economy, Hyman Minsky is the philosophical advocate of a reg-
ulated economy. For Friedman, the case for deregulation is to be
found in the first welfare theorem of competitive general equilib-
rium theory. For Minsky, the case for regulation is to be found in
the financial instability hypothesis. That justification is fundamen-
tally distinct from the conventional market failure justification
for regulation, which is rooted in competitive general equilibrium
theory.

Policy prescription 3: A Minskian perspective emphasizes policy discre-
tion over policy rules. Models, numbers, and rules are insufficient
for policymaking. There is no substitute for judgment in poli-
cymaking, because the economy is governed by an evolutionary
dynamic that has an inevitable tendency toward instability. Rules-
based policy is unable to recognize and respond to this process.
Instead, there is need for discretion combined with thwarting insti-
tutions. Indeed, those thwarting institutions might be considered
Minsky’s equivalent of rules.7

In sum, Minsky’s financial instability hypothesis is a theory of the
economic process under financial capitalism. As such, it provides a “big
picture” window on the era of financialization. In Minsky’s view, that
economic process has an inevitable tendency to generate instability,
through the combination of the Minsky basic cycle and the Minsky
super-cycle. This means there is a key role for policy to thwart instability.
The challenge for policymakers is both to identify incipient sources of
instability and to ward off market participants whose private economic
interests lead them to advocate abolition of the thwarting institutions
that prevent instability. That advocacy can take the form of direct capture
of regulators, policymakers, and politicians, as well as indirect capture
implemented through capture of economic discourse.
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9
Inside Debt and Economic Growth

Chapter 4 explored the role of debt and financial market exuberance in
the business cycle. Chapter 8 extended the analysis of cycles to incorpo-
rate the idea of a financial super-cycle that operates over several business
cycles. This chapter further extends the time period of analysis to the
long-run growth effects of financialization, particularly increased inside
(that is, private sector) debt.1

The issue of growth is examined in a neo-Kaleckian framework. That
framework connects the analysis with Chapter 3 which used a short-run
neo-Kaleckian macro model. Chapter 3 explored financialization using a
stages of development approach in which each stage corresponded to a
short-run period with different institutional characteristics. This chapter
uses a dynamic version of the neo-Kaleckian model that focuses on the
rate of growth rather than the level of output.

The foundation of the neo-Kaleckian framework is the model of eco-
nomic growth developed by such authors as Rowthorn (1982), Taylor
(1983) and Dutt (1984, 1990). In these models growth is determined by
the rate of capital accumulation which depends on the profit rate and
the rate of capacity utilization. That core model is then supplemented
by a model of income distribution in which the profit share and rate of
profit depend on the rate of capacity utilization (Lavoie, 1995).

This chapter augments the core neo-Kaleckian growth model to incor-
porate the effects on growth of interest transfer payments between debtor
and creditor units. This adds another dimension to the burgeoning

This chapter is a significantly revised version of an essay titled “Inside debt and
economic growth: a neo-Kaleckian analysis that was published in The Alternative
Handbook of Growth Economics, Mark Setterfield (ed.), Cheltenham: Edward Elgar,
2010.
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literature on “financialization” that argues changes in the financial
system over last 25 years may have lowered growth (Hein and Van Treeck,
2007; Skott and Ryoo, 2008; Stockhammer, 2004). The existing finan-
cialization literature tends to focus on the growth effects of an increased
profit share and higher asset prices, whereas the current chapter focuses
on the growth effect of higher indebtedness. The effect of debt on growth
operates primarily through its impact on saving, which in turn affects
capacity utilization and the profit rate. These latter two variables then
impact investment and thereby affect growth.

The chapter is structured as follows. Sections 9.1 and 9.2 examine an
economy with consumer debt issued through a bond market. Section 9.3
examines an economy with consumer debt financed by an endogenous
money banking system. Section 9.4 examines an economy with corpo-
rate debt financed by an endogenous money banking system. Section 9.5
concludes the chapter. One major take-away is that intuitions derived
from short-run macroeconomics can be misleading for growth theory.
Thus, in short-run macro models higher inside debt levels lower eco-
nomic activity but in a growth context higher debt can theoretically
raise growth rates.

9.1 A growth model with bond market
consumer debt

The first model to be considered is an economy in which there is con-
sumer debt provided through a bond market in which debtor households
borrow from creditor households. The bond market therefore transfers
claims on income from creditors to debtors.

The model that is developed is related to one presented by Dutt (2006).
However, Dutt’s analysis is conducted under conditions of a fixed income
distribution whereas the current model has an endogenous income dis-
tribution that is affected by the level of debt. The model also includes
wage bill division effects and a stock market wealth effect.

The equations of the short-run static macro model are:

Y=C+ I (1)

C=CD+CC (2)

CD = z[1−ϕ]Y− iD+B 0 < ϕ < 1;0 < z < 1 (3)

CC = γ1{[1− z][1−ϕ]Y+ϕY+ iD−B}+γ2V 0 < γ1 < 1,0 < γ2 < 1 (4)

V= qE (5)

q= eϕY/E e > 0 (6)
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Y = real output; C = aggregate consumption; I = investment; CD =
consumption of worker/debtor households; CC = consumption of capi-
talist/creditor households; ϕ = the profit share; 1 – ϕ = wage share; z =
worker households’ share of the wage bill; i = real interest rate; D = level
of debt; B = current period borrowing; V = value of stock market wealth;
q = stock price; E = number of shares in issue; γ1 =marginal propensity
to consume (MPC) out of income of creditor households; γ2 = MPC out
of stock market wealth. Debtors have a MPC of unity which is higher
than the MPC of creditors.

Equation (1) is the goods market equilibrium condition. Equation (2)
defines aggregate consumption. Equations (3) and (4) are the debtor and
creditor household consumption functions. Debtors are worker house-
holds who receive a share (z) of the wage bill and have a MPC of unity.
They also make interest payments to creditors on their debt owed to
creditors. Creditors are capitalist households and they own the capital
and debt stocks in their entirety. They also receive a share (1 – z) of the
wage bill in their role as managers. Equation (5) determines the value of
stock market wealth. Equation (6) determines the stock price which is a
multiple (e) of profits per share.

The level of aggregate saving is given by

S= Y−CD−CC (7)

Substituting Equations (3), (4), (5) and (6) into (7) and collecting terms
yields

S= {1− z[1−ϕ]−γ1{[1− z][1−ϕ]−γ1ϕ−γ2eϕ}Y+[1−γ1]iD−[1−γ1]B
(8)

Aggregate saving is assumed to be a positive function of Y. This implies
the positive effect of disposable income on saving dominates the nega-
tive impact of an increased stock market wealth effect on consumption.
Aggregate saving is increased by debt service transfers to creditors (iD)
and decreased by debtor household borrowing (B). Increases in the
wage share (1 – ϕ) reduce aggregate saving by transferring income
to debtor/worker households who have a higher MPC than credi-
tor/capitalist households. Increases in worker households’ share of the
wage bill (z) reduce aggregate saving by transferring wage income from
managers to worker/debtor households.

The rate of capital accumulation and growth is determined as follows

I/K= g= α0+α1p+α2u+α3V/K α0,α1,α2 > 0 (9)

I= investment spending; K= capital stock; g= rate of growth; p= profit
rate; u = rate of capacity utilization that is defined as Y/K. According
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to Equation (9), the rate of capital accumulation is a positive function
of the profit rate, the rate of capacity utilization, and the stock market
valuation. The latter reflects a Tobin q effect on investment (Brainard
and Tobin, 1968, 1977). The profit rate therefore operates on investment
both directly and indirectly via the stock market.

Income distribution is determined in accordance with standard
Kaleckian theory. The profit share is a positive function of the markup,
given by

ϕ= ϕ(m) ϕm > 0 (10)

m = markup. The markup is in turn a positive function of the rate of
capacity utilization, given by

m=m(u,β) mu > 0,mβ > 0 (11)

β= shift factor reflecting the overall economic power of firms, both with
regard to pricing of goods and bargaining of real wages with workers.2

An increase in corporate power raises the markup. Combining Equations
(10) and (11) yields

ϕ= ϕ(m(u,β))=Φ(u,β) Φu > 0,Φβ > 0, (12)

The profit rate can be expressed as the profit share multiplied by the rate
of capacity utilization. Given this, the profit rate is determined by

p= ϕu= ρ(u,β) ρu > 0,ρβ > 0 (13)

The profit rate is a positive function of the rate of capacity utilization
and corporate economic power.

Short-run equilibrium requires that the goods market clear, which
imposes the condition

I/K = S/K (14)

Steady-state equilibrium imposes an additional condition that the debt
stock grow at the rate of capital accumulation, which implies3

B/D= I/K (15)

Cross-multiplying by D, substituting in for I/K = g, and dividing both
sides by K, yields an expression for steady-state borrowing, given by

B/K= gD/K (16)
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Dividing Equation (8) by the capital stock yields the rate of saving with
respect to the capital stock

S/K = s= {1− z[1−ϕ]−γ1{[1− z][1−ϕ]−γ1ϕ−γ2eϕ}u

+[1−γ1]id−[1−γ1]gd (17)

d=D/K. Appropriate algebraic manipulation of Equation (17) then yields
a quasi-general form expression for the saving rate, given by

s= σ(u,ϕ,z,γ1,γ2,e)+[1−γ1][i−g]d
σu > 0,σϕ > 0,σz < 0,σγ1 < 0,σγ2 < 0,σe > 0 (18)

Equation (18) shows that the saving rate is driven by both income dis-
tribution and the debt level. The saving rate is positively related to the
capacity utilization rate, the profit share, and creditors’ propensity to
consume out of income and wealth. It is negatively related to workers’
share of the wage bill. The positive effect of the profit share reflects the
assumption that the effect of the profit share on saving out of income
dominates the stock market wealth consumption effect. The effect of
higher debt on aggregate saving is ambiguous. On one hand, higher
debt raises saving by increasing the interest transfer payment to higher
saving creditor households ([1 – γ1]id). On the other hand, it increases
steady-state borrowing by debtor households ([1 – γ1]gd) which finances
additional consumption. This feature complicates the analysis of the
effect of debt on growth. Lastly, a higher interest rate increases aggregate
saving since debtor households pay more debt service to higher saving
creditor households.

Appropriate substitution of Equations (6) and (13) into (9) yields a
general form expression for the rate of capital accumulation, given by

I/K= g= α0+α1ϕu+α2u+α3eϕu= g(u,ϕ,e) gu,gϕ,ge > 0 (19)

The steady-state solution to the model is obtained by simultaneous
solution of the following two equations

ϕ=Φ(u,β) Φu > 0,Φβ > 0, (20)

g(u,ϕ,e)= σ(u,ϕ,z,γ1,γ2,e)+[1−γ1][i−g(u,ϕ,e)]d (21)

The endogenous variables are capacity utilization (u) and the profit share
(ϕ). Equation (20) determines the profit share as a function of capacity
utilization and firms’ power. Equation (21) is an investment–saving (IS)
equilibrium condition obtained from Equations (9), (18), and (19).
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Table 9.1 Conditions describing profit-led, wage-led, and
conflictive regimes

Capacity utilization Rate of capital accumulation

Profit-led uβ > 0 guuβ+ gϕ[ϕuuβ +ϕβ] > 0
Wage-led uβ < 0 guuβ+ gϕ[ϕuuβ +ϕβ] < 0
Conflictive uβ < 0 guuβ+ gϕ[ϕuuβ +ϕβ] > 0

As is widely recognized, the neo-Kaleckian growth model can be wage-
led, profit-led, or conflictive (Bhaduri and Marglin, 1990; Taylor, 1983,
1991).4 These distinctions refer to the effect of an exogenous increase
in the profit share on capacity utilization and growth. In a wage-led
economy an exogenous increase in the profit share lowers both capacity
utilization and growth. In a profit-led economy it increases both capacity
utilization and growth. In a conflictive economy an increase in the profit
share lowers capacity utilization but increases growth.

These possible patterns arise because the profit share can differentially
impact aggregate demand (AD) which determines capacity utilization
and investment, which determines growth. A higher profit share imme-
diately raises the profit rate, which increases investment and growth. In
a profit-led economy the increase in investment is so strong that AD and
capacity utilization also increase, thereby further increasing growth. In
a wage-led economy, the increase in the profit share lowers consump-
tion by more than it increases investment so that capacity utilization
falls. Moreover, the fall in utilization is so large that investment also
falls despite the higher profit rate, which lowers growth. In a conflictive
economy, the fall in consumption lowers capacity utilization, but not by
enough to reverse the initial increase in investment and growth due to
the higher profit rate. These different effects on capacity utilization and
the rate of capital accumulation are summarized in Table 9.1.

Totally differentiating Equations (20) and (21) with respect to u and ϕ

and rearranging yields the slopes of the profit function (denoted PP) and
the IS schedule in [u, ϕ] space. These slopes are given by

dϕ/du|PP =Φu > 0

dϕ/du|IS = {gu−σu+[1−γ1]dgu}/{σϕ−[1−γ1]dgϕ−gϕ}><0

The slope of the PP function is unambiguously positive but the slope of
the IS schedule is ambiguous. The numerator of the IS captures the sen-
sitivity of AD to capacity utilization. The standard Keynesian multiplier
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stability condition holds that saving is more sensitive to capacity uti-
lization than investment, which implies the numerator is negative.
Assuming this to be the case, the slope of the IS schedule is determined
by the following condition dϕ/du|IS>

< 0 if {σϕ – [1 – γ1]dgϕ – gϕ}<> 0.
This condition can be related to the above discussion of wage-led ver-

sus profit-led growth. The IS is negatively sloped if {σϕ – [1 – γ1]dgϕ –
gϕ} > 0. This condition holds that the saving rate is more sensitive to the
profit share than the rate of capital accumulation, which corresponds
to a wage-led economy. The IS is positively sloped if {σϕ – [1 – γ1]dgϕ –
gϕ} < 0. This condition holds that the rate of capital accumulation is more
sensitive to the profit share than the saving rate, which corresponds to a
profit-led economy. Note, the inclusion of stock market effects on invest-
ment and saving make it more likely the IS is positively sloped because
the stock market Tobin q channel increases gϕ while the stock market
consumption wealth effect reduces σϕ. The stock market therefore makes
it more likely the economy is profit-led.

Figure 9.1 provides a graphical analogue of the model for a wage-led
regime. The IS schedule and PP function jointly determine the equilib-
rium rate of capacity utilization and the profit share. The dynamics of
the system are as follows. Output increases in response to excess demand
and decreases in response to excess supply. Points to the right of the IS
schedule correspond to excess supply which generates falling capacity
utilization: points to the left correspond to excess demand which gen-
erates rising capacity utilization.5 Lastly, firms are assumed to always
set their markup according to Equation (9). Adjustment in response to
disequilibrium conditions therefore takes place along the PP function.

Capacity utilization

Profit share

IS

PP

ϕ*ϕ*

u*u*

Figure 9.1 Determination of equilibrium profit share and capacity utilization in
the wage-led case
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Table 9.2 Comparative statics for a
wage-led regime

dγ1 dγ2 dβ dz di de dd

du + + − + − + ?/−
dϕ + + + + − + ?/−
dg + + − + − + ?/−

Putting the pieces together, for the wage-led regime this yields a pattern
of adjustment shown by the arrows in Figure 9.1 in which the economy
slides smoothly along the PP function to a position of equilibrium.

For the case of a profit-led regime the IS schedule is positively sloped
in [u, ϕ] space. Points to the right of the again correspond to excess sup-
ply and points to the left correspond to excess demand. The profit-led
regime is stable if the IS schedule is steeper than the PP function. In
this case, excess demand conditions have the economy sliding along the
PP function toward a point of goods market equilibrium on the IS. The
economy is unstable if the PP function is steeper than the IS. In that case,
excess demand in the goods market raises the markup and profit share,
which further increases excess demand because the economy is profit-led
and the economy slides along the PP function away from goods market
equilibrium.6

The comparative statics for a wage-led regime are shown in Table 9.2
and they can be understood in terms of the ISPP diagram shown in
Figure 9.1. An increase in creditor households’ propensity to consume
out of income (γ1) lowers aggregate saving, shifting the IS right. With the
profit share initially unchanged, increased consumption spending raises
AD and capacity utilization. The result is a new equilibrium with a higher
profit share, higher capacity utilization, and a higher rate of investment
and growth. The same holds for an increase in the propensity to consume
out of stock market wealth (γ2).

An increase in corporate economic power (β) shifts the PP function
up, which lowers capacity utilization and increases the profit share.
Because the economy is wage-led the capacity utilization effect domi-
nates the profit share effect and growth falls. An increase in the interest
rate increases the income transfer from higher MPC debtor households
to lower MPC creditor households, which increases aggregate saving. The
IS therefore shifts left, lowering the profit share, capacity utilization, and
growth.
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An increase in worker/debtor households’ share of the wage bill (z)
transfers income from lower spending managers to higher spending
consumers. That increases consumption and shifts the IS right, result-
ing in a new equilibrium with higher capacity utilization, a higher profit
share, and a higher growth rate. An increase in stock market exuberance
increases the stock market pricing multiple (e), which shifts the IS right
and raises the profit share, capacity utilization, and growth.

An increase in the steady-state debt ratio (d) has a theoretically ambigu-
ous effect on the IS for reasons discussed earlier. On one hand it increases
the income transfer from debtor to creditor households, which increases
aggregate saving and shifts the IS left. On the other hand debtor house-
holds have higher steady-state borrowing each period which has the
opposite effect. If the negative income transfer effect dominates, sav-
ing increases, the IS shifts left, and the profit share, capacity utilization,
and growth fall.

The comparative statics for a profit-led regime are the same as those for
a wage-led regime, except for the effect of firms’ power (dβ). In this case,
with a steep positively sloped IS schedule, the increase in firm power
shifts the PP function up, increasing the profit share, capacity utilization
and growth. In the profit-led regime, increased firm power raises growth.

The above analysis can now be used to understand the effects of
financialization on growth. Financialization has increased the propen-
sity to consume (γ1, γ2) and the stock market valuation multiple (e),
all of which tend to increase growth regardless of regime. It has also
shifted income toward profits by increasing firms’ power (β). That lowers
growth and capacity utilization in a wage-led regime; increases growth
and capacity utilization in a profit-led regime; and raises growth but
lowers capacity utilization in a conflictive regime. Which type of regime
holds is an empirical question and the majority of studies appear to find
that growth is wage-led (see Hein and Vogel, 2008; Stockhammer and
Stehrer, 2011).

Financialization has also increased managers’ share of the wage bill
(lowered z), which lowers capacity utilization and growth in all regimes.
As noted in Palley (2005a), dividing the wage bill between workers and
managers means the economy can display both wage-led and profit-led
characteristics. Thus, changing income distribution by shifting the wage
bill toward workers will produce wage-led outcomes, yet the economy
may still be profit-led with respect to the functional division of income
between wages and profits.

Financialization has also increased debt ratios (d) but the effect of
debt on depends on whether i >

< g. To the extent that financialization
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pushes interest rates up in order to benefit finance capital via increased
income transfers and low inflation, higher debt tends to lower steady-
state growth. The fact that increased steady-state debt has a theoreti-
cally uncertain effect on growth shows that the intuitions of short-run
macroeconomics do not automatically carry over to growth economics.
In short-run macroeconomics, higher debt levels are contractionary,
owing to the Fisher (1933) debt effect. However, in a growth context
higher debt does not necessarily lower growth, and may even raise it.
Higher debt raises interest transfers to creditors, which lowers ϕ and u
in a manner consistent with short-run macroeconomics. But balanced
against this, higher debt increases steady-state consumption borrowing
by debtors, which raises ϕ and u.

9.2 Endogenous debt ratios

So far the model has assumed exogenous debt ratios. However, debt can
be endogenized by assuming households are borrowing constrained and
that their constraint varies with economic activity. Given debtors are
always constrained by their debt ceiling, actual debt is then determined
by the debt ceiling which is endogenous.

One possibility is credit markets impose on debtors a maximum debt
interest service–income ratio, given by7

iD/{z[1−ϕ]Y}≤ψ z > 0 (22)

ψ is the debt ceiling ratio. Rearranging, expressing in terms of capacity
utilization, substituting for φ then implies a maximum D/K ratio given by

D/K = dMAX = d(u,ϕ,z, i,ψ) du > 0,dϕ < 0,dz > 0,di < 0,dψ > 0 (23)

Increased capacity utilization (u) and an increased worker share of the
wage bill (z) raise the debt ceiling by increasing income of worker/debtor
households. An increase in the profit share (ϕ) lowers the debt ceiling by
reducing workers’ income. A higher interest rate (i) lowers the debt ceil-
ing, while an exogenous increases in the acceptable debt service burden
(ψ) raises the debt ceiling.

Substituting Equation (23) into Equation (21) yields a new configura-
tion of the ISPP model, given by

ϕ=Φ(u,β) Φu > 0,Φβ > 0, (24)

g(u,ϕ,e)= σ(u,ϕ,z,γ1,γ2,e)+[1−γ1][i−g(u,ϕ,e)]d(u,ϕ,z, i,ψ) (25)
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Table 9.3 Comparative statics with endogenous debt

i < g i > g

du dϕ dg du dϕ dg
dψ + + + − − −
di − − − −/? −/? −/?
dz + + + +/? +/? +/?

The PP function is unaffected by the introduction of endogenous debt
but the IS schedule is changed by endogenizing debt. The slope of the IS
schedule is given by

dp/du|IS = {σu−[1−γ1]dgu+[1−γ1][i−g]du−gu}/

{gϕ−σϕ+[1−γ1]dgϕ−[1−γ1][i−g]dϕ}

The numerator is augmented by term [1 – γ1][i – g]du which increases or
decreases its magnitude depending on whether i >

< g. The denominator
is augmented by the term –[1 – γ1][i – g]dϕ which increases or decreases
its magnitude depending on whether i <

> g. If i > g the absolute value of
the slope of the IS increases, and if i < g it IS decreases. Assuming the Key-
nesian multiplier stability condition holds, the numerator is positive.8

In that case the economy is wage-led if the denominator is negative and
profit-led if the denominator is positive.

Endogenizing the borrowing ceiling changes the comparative statics
regarding the division of the wage bill (z) and the interest rate (i). Before,
an increase in workers’ share of the wage bill (z) was expansionary and
shifted the IS right, while an increase in the interest rate (i) was contrac-
tionary and shifted the IS left. Now, the effects are ambiguous. Now, an
increase in workers’ share of the wage bill allows them to borrow more,
but the steady-state effect of that increased debt depends on whether
i >

< g. Table 9.3 shows the signing of the comparative statics. An exoge-
nous increase in the debt ceiling (ψ) increases capacity utilization, the
profit share, and growth if i < g, and lowers them if i > g. The logic is
increased debt adds to borrowing, which pays for itself and stimulates
growth if i < g. If i > g, it adds more to debt burdens than it does to
aggregate demand.

Before, an increase in the interest rate was unambiguously contrac-
tionary via the debt burden effect. Now, an increase in the interest rate
lowers the debt ceiling. This unambiguously increases the aggregate sav-
ing rate and lowers capacity utilization, the profit share, and growth if
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i < g. If i > g, the effect is theoretically ambiguous because the lower
debt level may result in reduced interest transfers to creditor households
despite a higher interest rate, lowering the aggregate saving rate and
raising growth.

Lastly, before, an increase in workers’ share of the wage bill was unam-
biguously expansionary because it reduced the aggregate saving rate. If
i < g, it still transfers income to worker household and allows them to
borrow more, both of which effects are expansionary. If i > g, the latter
effect will be contractionary because the interest burden on the addi-
tional borrowing is high, and that could theoretically overwhelm the
wage income transfer effect on the aggregate saving rate.

Financialization has increased the debt ceiling via financial innovation
(ψ); lowered the worker share of the wage bill (z); and increased the real
interest rate (i). Its effects are theoretically contingent on whether i >

< g.
The latter two effects have likely lowered growth. The first has lowered
growth if i > g and increased it if i < g.

9.3 Growth with endogenous money bank
financed consumer debt

The previous section examined the growth effects of debt when debt is
financed through a bond market. This section presents a model in which
there is endogenous money and debt is financed through the banking
sector which creates loans. Previously, Palley (1997) has examined the
business cycle effects of such arrangements.

The critical feature of a model with endogenous money is that lending
creates money balances. Loans are issued to borrowers and the process of
loan issuance creates money. Those money balances are spent by debtors
and accumulated by creditors who own the businesses that produce the
goods and services debtor households purchase.

Introducing endogenous money bank credit results in a respecified
short-run model, given by

Y=C+ I (26)

C=CW+CC (27)

CD = z[1−ϕ]Y− iD+B 0 < ϕ < 1;0 < z < 1 (28)

CC = γ1{[1− z][1−ϕ]Y+ϕY+ iD}+γ2V+γ3M

0 < γ1 < 1,0 < γ2 < 1,0 < γ3 < 1 (29)

D=M (30)



Debt and Growth 157

M= endogenous money stock; γ3 = propensity to consume out of money
wealth. Debtor households’ consumption function is unchanged and
changes only concern creditor households’ consumption function. Now,
creditors no longer transfer claims on income to debtor households via
the bond market. Furthermore, bank lending creates money that circu-
lates back to creditors who are the wealth owners. Thus, in addition to
receiving interest transfers from debtors paid via banks, creditors also
have a money stock consumption wealth effect. An endogenous money
bank credit system therefore adds two source of expansion. First, there is
no initial transfer of income claims to debtors. Second, it creates money
that gives rise to an additional wealth effect.

Aggregate saving is given by

S= Y{1−[1−ϕ]z−γ1{[1−ϕ][1− z]−γ1ϕ−γ2eϕ}+[1−γ1]iD−B−γ3D
(31)

The saving rate is given by

S/K = s= {1− z[1−ϕ]−γ1{[1− z][1−ϕ]−γ1ϕ−γ2eϕ}u

+[1−γ1]id−gd−γ3d (32)

This can be expressed in quasi-general form as

s= σ(u,ϕ,z,γ1,γ2,e)+ {[1−γ1]i−g−γ3}d σu > 0,σϕ > 0,σz < 0, (33)

σγ1 < 0,σγ2 < 0,σe > 0

The money wealth effect therefore reduces aggregate saving (s). It also
diminishes the negative effect of debt on aggregate demand. This is
because borrowing creates both debt and money. Interest service pay-
ments by debtors increase saving and reduced aggregate demand, but
the money wealth effect on creditor consumption reduces saving and
increases aggregate demand.

The above description of saving in an endogenous credit money econ-
omy can then be combined with the model of capital accumulation given
by Equation (9) and the model of the profit share given by Equation (12).
This yields an ISPP model that is structurally similar to the model
described in Section 9.1. The PP function is exactly as before, and the
IS schedule has the same slope as before.

The only change is that for a given level of debt, saving will be lower in
an endogenous money economy owing to the fact that creditor house-
holds no longer finance steady-state borrowing of debtors, and because
of the money wealth effect. Consequently, the IS schedule will be shifted
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to the right compared to the bond market economy. That means u and
ϕ will be higher, which in turn means growth will be higher. This holds
for wage-led, profit-led, and conflictive economies.

9.4 Growth effects of corporate debt

Corporations also issue debt and that gives rise to transfers between cor-
porations and creditor households (Lavoie and Godley, 2001/02; Palley
2004c). This section presents a simple growth model with corporate debt.
Once again debt financing can be through bond markets or through
banks, or a combination of both. The model that is presented assumes
bond market financing.

In the real world, economies have both household and corporate bor-
rowing. However, to simplify the model and spotlight the additional
implications that come from adding corporate borrowing, the model in
this section only has corporate borrowing. That assumption means there
is no need to distinguish between debtor and creditor households and,
instead, there is a single household sector that is a creditor and owns the
corporate sector’s debt.

The major theoretical innovation that comes with corporate debt con-
cerns the investment function which is modified to include a corporate
cash flow effect. This effect has been emphasized in the empirical lit-
erature on investment (Fazzari et al., 1988), and the cash flow effect
provides the channel whereby the corporate sector feels the burden of
debt. As before, debt is a two-edged phenomenon. On one hand, cor-
porate debt has a positive growth effect because it increases households’
income through payment of interest. That spurs consumption, raising
capacity utilization and investment.

On the other hand, interest payments on corporate debt reduce firms’
cash flows, which has a negative effect on investment spending. Because
there is no consumer debt there is no need to disaggregate the household
sector into debtor and creditor households. Consumption can therefore
be represented by a single consumption function, given by

C= [1−ϕ]Y+γ1{[1−λ]ϕY+ iD} 0 < γ1 < 1,0 < ϕ < 1,0 < λ < 1
(34)

λ= share of profits retained by firms. Households are assumed to adopt
a “rule of thumb” approach to saving whereby they consume all wage
income and save out of dividends and interest income as originally
assumed by Kalecki (1943) and Kaldor (1955/56).
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Aggregate saving now consists of saving by the household sector and
corporate sector, and it is given by

S= SH+ SF = Y−C (35)

Corporate sector saving is equal to retained profits and is given by

SF = λϕY (36)

Substituting Equation (34) into (35) and collecting terms yields

S= ϕY{1−γ1[1−λ]}−γ1iD (37)

Dividing by the capital stock yields aggregate saving per unit of capital

s= S/K = ϕu{1−γ1[1−λ]}−γ1id (38)

= σ(u,ϕ,λ,γ1)−γ1id σu > 0,σϕ > 0,σλ > 0,σγ1 < 0

Higher capacity utilization increases aggregate income and aggregate sav-
ing. A higher profit share increases aggregate saving, increasing both
household and corporate saving. A higher profit retention ratio also
increases aggregate saving. Though it reduces household saving, an
increased retention ratio increases aggregate saving because firms have
a marginal propensity to save out of retained profits of unity. Lastly,
higher debt and a higher interest rate both lower aggregate saving. The
logic is that this increases interest income of households, which raises
their consumption and lowers saving.

The second change to the model concerns investment and the deter-
mination of the rate of capital accumulation which is given by

I/K = g= α0+α1ϕ+α2u+α3V/K+α4F/K α0,α1,α2,α3,α4 > 0 (39)

F = real retained cash flows. The only change from earlier model is the
addition of a positive cash flow effect on investment. Cash flows are
defined as

F= λϕY− iD+B (40)

Substituting Equations (5), (6), (16) and (40) into (39) and collecting
terms yields:

g= {α0+α1ϕ+α2u+α3eϕu+α4[λϕu− id+gd] (41)

= g(u,ϕ,e,λ,α0,α1,α2,α3, α4)−α4[i−g]d gu >0,gϕ >0,ge >0,gλ >0,

gα0 >0,gα1 >0,gα2 >0,gα3 >0,gα4 >0
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Increases in the profit retention ratio (λ) increase the investment rate
because they increase cash flow. Increases in the interest rate reduce capi-
tal accumulation because they reduce firms’ cash flow. Higher debt lowers
accumulation if i > g and increases accumulation if i < g for familiar rea-
sons. If the interest rate is less than the growth rate, the expansionary
effect from a higher steady-state borrowing rate outweighs the interest
burden effect and debt essentially pays for itself.

As before the model reduces to a two-equation ISPP framework,
given by

ϕ=Φ(u,β) (42)

g(u,ϕ,e,λ,α0,α1,α2,α3, α4)− {[α4−γ1]i−α4g}d= σ(u,ϕ,λ,γ1) (43)

Comparative statics are as follows. Increases in the stock market valu-
ation multiple (e) and the coefficients of the investment function (α0,
α1, α2, α3, α4) shift the IS right and raise capacity utilization, the profit
share, and the growth rate in all economic regimes.

An increase in firms’ retention ratio has an ambiguous effect. First,
it reduces household saving by reducing distributed profit income, but
this reduction in household saving is more than offset by an increase in
corporate saving. Second, it increases investment spending by increasing
cash flow. Consequently, the direction of shift of the IS is ambiguous.

An increase in the interest rate has a negative impact on capacity uti-
lization, the profit rate, and growth if α4 > γ1, and a positive effect if
α4 < γ1. A higher interest rate negatively affects investment by lower-
ing firms’ cash flows, but it positively affects consumption by increasing
household interest income. The IS shifts left and growth falls if the former
dominates, and it shifts right and growth rises if the latter dominates.

Finally, a higher debt has a negative impact on capacity utilization,
the profit rate, and growth if [α4 – γ1]i > α4g, and a positive effect if
[α4 – γ1]i < α4g. Higher steady-state debt raises the net interest burden
on aggregate demand ([α4 – γ1]i) but it also raises steady-state borrowing
which finances investment and increases aggregate demand.

9.5 Conclusion

Inside debt is a fundamental feature of capitalist economies. This chapter
has examined the growth effects of consumer and corporate debt using
a neo-Kaleckian growth framework. According to this framework inside
debt has an ambiguous effect on growth. This is counter to the intuition
of static short-run macro models in which higher debt levels always lower
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economic activity, and it shows that intuitions of short-run macroeco-
nomics do not always carry over automatically to growth theory. The
reason is higher steady-state debt raises the interest burden on aggregate
demand but it also raises steady-state borrowing that finances aggregate
demand.

Growth is faster in endogenous money economies than in pure credit
economies, ceteris paribus. That is because lending in endogenous money
economies creates money wealth that increases spending and lowers
saving, resulting in higher capacity utilization and faster growth.

Interest payments from debtors to creditors are a critical channel
whereby debt affects growth. In the consumer debt model this inter-
est transfer mechanism exerts an unambiguous negative influence on
growth by transferring income from low saving debtor households
to higher saving creditor household. However, in the corporate debt
model the effect of higher interest rates is ambiguous. Increased inter-
est transfers can raise growth if the marginal propensity to consume
of households out of interest transfer income exceeds firms’ marginal
propensity to invest out of cash flow. In the neo-Kaleckian growth
model with corporate debt higher interest rates can therefore be expan-
sionary, again challenging the conventional assumptions of short-run
macroeconomics.

Financialization impacts growth via many channels. It has had a posi-
tive growth effect by lowering the propensity to save and increasing the
stock market valuation ratio. It has had a negative effect by increasing
managers’ shares of the wage bill. It has also increased the profit share,
the impact of which depends whether the economy is wage-led, profit-
led, or conflictive. To the extent it has raised interest rates, that has
exerted a negative impact via household debt and, possibly, via corpo-
rate debt too. Finally, it has increased indebtedness, the growth effect of
which depends on whether the interest rate is greater than or less than
the growth rate.
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Financialization and Policy



10
A Monetary Policy Framework
for Asset Price Bubbles

Previous chapters have provided an empirical and theoretical analysis of
financialization’s economic impact; the final three chapters of the book
turn to issues of economic policy. In this regard, there are two sets of
policy issues. The first is how to stabilize and improve the performance
of financial markets. The second is how to reverse financial neoliberalism
and replace it with a structural Keynesian regime.

In the decade preceding the financial crisis of 2008 central bank pol-
icy thinking was increasingly dominated by inflation targeting. The USA,
which was ground-zero for the financial crisis, made inflation its primary
focus even though it stopped short of a formal inflation target. Side
by side with this focus on inflation there was also an explicit opposi-
tion to targeting asset markets and asset price bubbles from both former
Federal Reserve Chairman Alan Greenspan and current Chairman Ben
Bernanke.1 That policy configuration – a focus on low inflation plus rel-
ative neglect of asset markets – failed to prevent the build-up of massive
financial fragility, proving it to be seriously flawed.

This chapter explores the failings of the conventional wisdom’s oppo-
sition to targeting asset markets, and presents a policy framework for
reining in asset and credit markets. That framework is based on a system
of asset-based reserve requirements that can enhance counter-cyclical
monetary policy.

The Greenspan–Bernanke opposition to targeting asset bubbles has two
components. First, there is the purely pragmatic objection that it is not
possible to identify bubbles in advance. Second, there is a theoretical

This chapter was first published as “Asset price bubbles and monetary policy:
why central banks have been wrong and what should be done,” Intervention, 7(1)
(2010): 91–107.
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objection, which is that explicit asset price targeting is not desirable. In
part, this is because even if bubbles could be identified, it would not
be possible to pop them without exposing the economy to enormous
collateral damage. For Bernanke (2002), the asset bubble problem should
beaddressedbyregulatoryandsupervisorymeasuresratherthanbyactivist
policy.2

The chapter argues against that theoretical position and makes the case
foraparticular formofactivistpolicywhichhasgeneral applicationaspart
of counter-cyclical monetary policy. The chapter begins by presenting
a simple macro model that illustrates why monetary authorities should
be concerned about asset bubbles and why conventional policy may be
unable to reverse their effects even if implemented rapidly. Not only
do asset bubbles distort economic activity when they are inflating, but
they also leave behind damaging effects that can reduce activity long
afterward. This provides the policy rationale for actively addressing them.

Thereafter, the chapter presents a policy framework based on asset-
based reserve requirements (ABRR) that permits activist anti-bubble
policy interventions but does not use the tool of interest rates, which
impose unacceptable collateral damage on the rest of the economy. ABRR
give the monetary authority additional new policy instruments that can
be specifically targeted on asset prices, thereby avoiding the collateral
damage problem and circumventing the main argument against activist
anti-bubble policy.

The chapter does not address the “bubble identification” argument.
This is an empirical question, but there are strong commonsense grounds
for believing that bubbles can be identified. Stock market bubbles can
be identified through measures such as cyclically adjusted stock market
price/earnings ratios, while house price bubbles can be identified through
measures such as house price/income ratios and house price/rental ratios.
There are of course difficulties and risks (Type I and Type II errors)
related to bubble identification, but the conduct of monetary policy
always involves judgment and risk. That even holds for formal rule-based
policies as the rule needs to be selected and implemented. If mone-
tary authorities can make reasonable judgments about potential output,
potential growth, and expected inflation, they can also make reasonable
judgments about asset price bubbles.

10.1 Central bankers’ new economic model

Central bankers’ opposition to targeting asset price bubbles can be under-
stood in terms of the theoretical framework that guides their thinking
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Figure 10.1 The new consensus model of monetary policy

about inflation. This framework has been labeled the “new consensus”
macro model (Arestis and Sawyer, 2006). Figure 10.1 provides a styl-
ized representation of the new consensus model. The level of aggregate
demand (AD) drives fluctuations in the output gap, which in turn drive
the inflation rate and its deviation from target (be it explicit or implicit).
The monetary authority then responds to these deviations according to
its interest rate reaction function, a form of the so-called “Taylor rule,”
and its interest rate response causes an adjustment of AD that brings
output and inflation back in line with target.

The important feature of the model is that asset prices are viewed as
just one of many factors influencing AD. Thus, in Figure 10.1 asset prices
enter into the funnel of AD along with business and consumer confi-
dence, global economic conditions, fiscal policy, exchange rates, and
interest rates. According to this view, asset price bubbles are just one
contributing factor to AD and are no more worthy of a central bank’s
specific attention than is the state of business confidence. Just as a cen-
tral bank would not try to target the state of confidence, it should not try
to target asset prices. Instead, it should manage the overall level of AD.

This view of the economy and the resulting approach to stabiliza-
tion policy can be captured by the following simple model. Output is
determined by the level of AD and is given by

y= E(y, iL,PA,…) Ey > 0,EiL < 0,EPA > 0 (1)
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y = output, E(.) = AD function, iL = market loan rate, PA = price of
assets. Equation (1) is the conventional Keynesian IS function in which
AD depends positively on the level of income, negatively on the loan
interest rate, and positively on asset prices.

The market interest rate is determined in the financial sector accord-
ing to

iL = iF+m (2)

iF = the central bank’s policy interest rate (which in the USA is the federal
funds rate), and m= commercial bank interest rate markup. Equation (2)
replaces the old Keynesian LM schedule and captures the reality of inter-
est rate determination in a world of endogenous credit money in which
the central bank sets the short-term money market rate. The markup
reflects the liquidity preference of financial market institutions, and can
be considered a catchall for the state of financial market confidence and
attitudes toward assessment of risk.

The central bank chooses its target interest rate with the goal of hitting
its output target, y∗. This generates a federal funds rate, determined by

i∗F = E−1(y∗,m,PA,…) δi∗F/δy∗ < 0,δi∗F/δm < 0,δi∗F/δPA > 0 (3)

The target interest rate is a negative function of the output target (y∗),
a negative function of the financial sector’s markup (m), and a positive
function of asset prices (PA) and other factors positively influencing AD.3

The model is illustrated in Figure 10.2. A higher output target (y∗)
requires a lower target interest rate (i∗F) because the monetary authority
must bring down the market interest rate (iL) to increase AD. Likewise, a
higher financial sector markup (m) requires a lower target interest rate.
The reason is that to obtain the market interest rate needed to hit the
output target, the monetary authority must bring down the base cost of
funds.

Asset prices affect AD by working through the common funnel
described in Figure 10.1. The effect of an asset price bubble, as under-
stood within the conventional paradigm, is illustrated in Figure 10.3. A
bubble-induced increase in asset prices causes the IS to shift up. That
induces the central bank to raise its target interest rate in order to main-
tain AD at a level consistent with its output target. After the bubble is
over, the IS shifts back down and the central bank then lowers its target
interest rate. The underlying assumption is that economic conditions
are smoothly reversible and that consequently after a bubble the central
bank can engineer a return to the initial equilibrium conditions.
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Figure 10.3 Asset bubbles and central banks’ model

10.2 Why central bankers’ model is wrong

There are several major problems with the above model that central
banks have used to respond to asset bubbles. First, the model ignores
the fact that bubbles impose economic distortions that have real costs.
For instance, the US internet stock market bubble of the 1990s likely
distorted investment by making too much capital available at too low a
price to internet companies. The US house price bubble, which peaked in
2006, distorted economic activity by driving up house prices and causing
excessive residential investment.

A second failing of central bankers’ model is that it ignores the fact that
there are real costs from using interest rates to combat the inflationary
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pressures unleashed by bubbles. Such costs can be termed “blunderbuss”
effects, and they refer to the adverse impacts that increased interest rates
have on sectors other than those affected by an asset bubble. Thus, raising
interest rates to counter a bubble can adversely change the composi-
tion of output, giving rise to negative long-term effects. One problem
is that higher interest rates may decrease investment spending, which
in turn reduces future productivity and output. A second problem is
that higher interest rates may appreciate the exchange rate, adversely
impacting the trade balance and manufacturing. If the appreciation
is prolonged, that can accelerate de-industrialization and increase the
adjustment strains of globalization. Consequently, blunderbuss effects
can have both short- and long-run impacts on manufacturing and
growth.

A third blunderbuss effect concerns income distribution (Thorbecke,
1997). Thus, higher interest rates adversely affect borrowers and benefit
creditors, who receive higher interest payments. To the extent that many
middle- and lower-income households are net borrowers, higher interest
rates tend to worsen income distribution. That means using the inter-
est rate tool to fight bubbles may compound income inequality because
asset price bubbles disproportionately benefit the wealthy, while fighting
bubbles with interest rates disproportionately hurts net borrowers who
are the less wealthy.

The third and most important failing of central bankers’ model is the
omission of debt “footprint” effects. These footprint effects refer to finan-
cial stock effects that linger after a bubble is over if the bubble has been
financed by borrowing. When interest rates come down after the bubble,
past borrowing imposes debt burdens that can weigh down the economy.
The monetary authority may then be unable to adequately offset the AD
effects of these burdens because of the zero lower bound (ZLB) to nominal
interest rates.4

The working and impact of debt footprint and interest rate blunder-
buss effects can be incorporated into a modified version of the above
model. Now, the goods market is described shown by the following IS
equation

y= E(y, iL,PA,B,D−1,…) Ey > 0, EiL < 0, EPA > 0, EB > 0, ED < 0 (4)

B= this period borrowing, and D−1 = last period’s debt stock. The current
flow of borrowing (B) has a positive impact on AD, while last period’s debt
stock (D−1) has a negative impact. It is this debt stock that gives rise to
debt footprint effects.
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Additionally, aggregate demand is decomposed into consumption,
investment, net exports, and government spending as follows:5

E(.)=C(y, iL,PA,B,D−1,…)+ I(iL,e(iL),D−1,…)

+G+X(e(iL))−M(y,e(iL))

Cy > 0, CiL < 0, CPA > 0, CB > 0, CD < 0,

IiL < 0, Ie < 0, ID < 0,

Xe < 0, My > 0, Me > 0, eiL > 0 (5)

C= consumption, I= investment, G= government spending, X=
exports, M= imports, e= exchange rate (FX/domestic currency),
–1= last period level. Investment spending is a negative function of
the interest rate, the exchange rate, and the level of debt.6 Likewise,
exports are negatively affected by the interest rate, which appreciates
the exchange rate and lowers net exports. Imports are positively affected
by exchange rate appreciation.

The financial sector is described as follows:

iL = iF+m(D−1, ..) mD > 0 (6)

D=D−1+B(ΔPA,…) BΔPA > 0 (7)

PA = PA−1+ΔPA (8)

ΔPA = change in asset prices. Equation (6) determines the loan rate as a
markup over the central bank’s target interest rate (which in the USA is
the federal funds rate), but now the markup is a positive function of the
debt stock. This reflects the fact that increased indebtedness increases
borrower riskiness, resulting in increased credit spreads – a feature that
was clearly visible in the financial crisis of 2008. Equation (7) determines
the evolution of the debt stock, which is equal to last period’s debt plus
this period’s borrowing. This period’s borrowing is a positive function
of the change in asset prices.7 Equation (8) determines the evolution of
asset prices, with the term ΔPA capturing the effect of a bubble.

The central bank sets its target interest rate as follows

iF = i∗F (9)

i∗F = E−1(y∗,PA,B(ΔPA),D−1,…)≥ 0 (10)

Thus, the policy interest rate is set with an eye to hitting the output
target. The policy rate is affected by asset price bubbles through their
impact on borrowing and AD. Confronted by a bubble that increases
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AD, the central bank raises its policy rate to neutralize the bubble’s AD
impact.

The blunderbuss effect of interest rate policy operates via Equation (5).
An asset price bubble increases AD, causing the central bank to raise rates.
This has a negative impact on investment spending. It also appreciates
the exchange rate, which has a negative effect on exports and a positive
effect on imports. Such blunderbuss effects were clearly present in the US
economic expansions of 2001 to 2007. Thus, as the Fed gradually raised
interest rates to try and slow the house price bubble and construction
boom, this contributed to a strong dollar, record trade deficits, and weak
non-residential investment spending.

The debt footprint effect works through both goods markets and the
financial sector. Asset price bubbles increase consumption spending via
the wealth effect and via increased borrowing. Increased borrowing raises
debt, which then creates a debt footprint effect. The following period,
when the bubble is over, the economy is left with a debt footprint that
exerts a direct drag on spending in the goods market (Equation (5)).
Additionally, the increase in debt causes financial institutions to increase
their credit markup, widening the spread between the policy interest
rate and the market loan rate (Equation (6)). The net result is that AD
contracts directly, and the market interest rate rises yielding a negative
indirect effect on AD. Both types of effect have been visible in the wake
of the bursting of the US house price bubble.

From a policy perspective the danger is that the economy may get stuck
in a post-bubble trap, such as is illustrated in Figure 10.4. The source of
the problem is the zero lower bound to the policy nominal interest rate.
Thus, given post-bubble depressed AD conditions and higher interest
rate markups, the monetary authority may not be able to push its policy
interest rate to a level sufficiently low to achieve its real output target.
In Figure 10.4, full employment requires a loan rate of i∗L, which in turn
requires a central bank target rate of i∗F < 0. That is not possible because
of the zero lower bound, and instead the central bank must settle for a
policy rate of i∗F = 0. As a result the loan rate is iL =m(.) > i∗L, leaving the
economy demand constrained and short of full employment.

This post-bubble trap was evidenced in Japan in the 1990s, and it is
now being experienced in the USA in the wake of the implosion of its
house price bubble. The UK also appears to be caught in the same trap.

Furthermore, pushing interest rates down to artificial lows can have its
own blunderbuss effects. Thus, just as raising the interest rate distorted
the composition of economic activity, so too can excessively lowering
it. In particular, this can produce exchange rate depreciation that causes
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Figure 10.4 The post-bubble trap

imported inflation and lowers living standards by worsening the terms of
trade. It may also promote unstable inflation expectations that encour-
age speculation in land and commodities that are sensitive to interest
rates.

Lastly, in addition to the post-bubble interest rate trap, there may
also be post-bubble capacity effects. One effect already noted is the
potential destruction of manufacturing and tradable goods production
capacity during the course of the bubble. A second effect, emphasized
by Bernanke (1983), is the potential for destruction of financial capac-
ity when the bubble deflates. Thus, deflation of a bubble combined
with ensuing income contraction may trigger bankruptcies, which in
turn cause banks and financial intermediaries to fail. This process of
destruction of financial sector capacity, combined with the destruction
of the creditworthiness of borrowers, may disrupt the normal provision
of credit. That can produce an outcome analogous to prolonged credit
rationing in which only the only very best and most connected cus-
tomers get credit. Consequently, both aggregate supply and aggregate
demand may contract, leaving the economy stuck far below “normal”
potential output.

10.3 Asset bubbles and the policy instrument
problem

The above analysis highlights the policy dilemma that asset bubbles
pose for policymakers. On one hand monetary authorities need to be
able to respond to asset price bubbles – especially in real estate which
is debt-financed. However, responding with higher interest rates gives
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rise to blunderbuss effects. This points to a need for additional policy
instruments to target bubbles.

Such additional instruments can be provided via a system of asset-
based reserve requirements (ABRR) such as has been suggested by Palley
(2000, 2003a, 2004b). Under a system of ABRR, financial intermediaries
hold reserves against their assets. The reserve requirement for each asset
category is adjustable and set at the discretion of the monetary authority,
and asset categories can be zero-rated. To prevent regulatory arbitrage
and avoid unfair competitive distortions, a system of ABRR should be
applied to all financial intermediaries. In effect, financial intermediaries
should be regulated on the basis of “function” and not “form,” thereby
ensuring a level playing field for similar businesses regardless of the form
firms choose to take.8

Given n different asset categories, such a regulatory system creates n –
1 additional policy instruments. The logic is as follows. Let ij denote the
equilibrium interest rate on the jth asset category. Without a system of
ABRR the interest rate on this type of asset is

ij = iF+mj(.) (11)

where mj(.) = markup required by financial firms for holding assets of
type j. Now, suppose assets in the jth category are subject to a per dollar
reserve requirement of kj. In that event, the required interest rate will
adjust to

ij = [1+kj]iF+mj(.) j= 1,…,n (12)

The logic is that because financial firms have to hold reserves of kj they
will require a higher return to compensate for the holding cost of those
reserves.

More generally, imposing reserve requirements on asset holdings cre-
ates a wedge between the interest rate on the asset class and the monetary
authority’s policy interest rate. The monetary authority can adjust the
size of this wedge by varying the reserve requirement, and in doing so
can change relative returns across asset classes. That gives it n – 1 extra
policy instruments whereby it can change relative interest rates on assets,
and thereby influence portfolio and lending allocations.

As with conventional interest rate policy, ABRR work through the inter-
est rate channel. The difference is that conventional interest rate policy
raises the general interest rate, thereby affecting all asset classes and
sectors simultaneously. That is the source of the blunderbuss collateral
damage effect. ABRR avoid this problem by targeting a particular asset
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(1) Liabilities      Assets
(LBRR = Reserves on deposits, collateral/margin requirements)

(2) Assets      Liabilities
(Risk based capital standards)

(3) Liabilities      Liabilities
(Debt-to-equity requirements)

(4) Assets      Assets
(ABRR)

Figure 10.5 Comparison of alternative forms of balance sheet regulation

class and raising the interest rate for just that class. Consequently, they
provide the benefit of conventional policy without its collateral damage
costs.

The comparative logic of ABRR is illustrated in Figure 10.5, which
shows the different economic logic embedded in alternative systems of
balance sheet regulation. The arrow describes the direction of regulatory
linkage. The first system is liability-based reserve requirements (LBRR),
which is the conventional way of regulating banking systems. Under
LBRR, banks hold reserves (an asset) against deposits (a liability), so that
the direction of causation flows from the liability side of the balance sheet
(deposits) to the asset side (reserves). When banks take on additional
deposit liabilities they must hold additional reserves.

The second form of balance sheet regulation is risk-based capital stan-
dards, which is the currently preferred form of regulation. Under this
system assets are categorized by riskiness, and banks must hold more
equity capital (a balance sheet liability) against more risky assets. Thus,
causation runs from the asset side of the balance sheet (risky assets) to
the liability side (equity capital). When banks take on additional risky
assets they must hold more equity capital.

The third form of balance sheet regulation is debt-to-equity standards.
Both debt and equity are balance sheet liabilities, so that causation runs
between liability categories. If financial firms take on more debt, they
must hold more equity.

The fourth and final form of balance sheet regulation is asset-based
reserve requirements. Under this system firms must hold reserves (an
asset) against other assets. Thus, if firms expand the assets they hold,
they must also increase their reserve holdings. Causation is therefore
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contained within the asset side of the balance sheet, and runs from assets
to assets.

ABRR have some similarities with margin requirements, and they can
therefore be easily misunderstood as equivalent when in reality there
are significant differences. One difference is that ABRR are levied against
lenders, whereas stock market margin requirements are levied against
borrowers who borrow to buy stock. A second key difference is that ABRR
are counter-cyclical, whereas margin requirements can be pro-cyclical
and create instability. Thus, if asset prices fall, margin requirements gen-
erate margin calls that oblige lenders to post additional collateral. That
further stresses the system at a time when it is already stressed, and if
borrowers are unable to meet the call their holdings may be sold, which
further depresses asset prices. In contrast, under a system of ABRR the
decline in asset prices will free up reserves because required reserve hold-
ings are based on the market value of the asset. That will loosen monetary
conditions as needed.

10.4 Advantages of ABRR

A system of ABRR has numerous advantages. First, ABRR enable the mon-
etary authority to affect the relative cost of different asset categories
while holding the policy interest rate constant. That provides mone-
tary authorities with a precision instrument for influencing portfolio
and lending allocations. For instance, if a monetary authority wanted
to dampen a property bubble, it could impose reserve requirements
on new mortgages. That would raise the cost of mortgages without
raising the general level of interest rates, thereby targeting the bubble
without imposing interest rate blunderbuss effects on the rest of the
economy.

Second, as identified by Thurow (1972) and Pollin (1993), ABRR can be
used to direct investment finance to neglected socially deserving areas.
For instance, if policymakers want to address problems of inner-city
decline, they could impose negative reserve requirements on loans made
for purposes of inner-city development. In effect, the central bank would
subsidize such loans by lending reserves interest free to banks making
such socially approved loans.

Third, ABRR have good counter-cyclical properties that render them a
form of automatic stabilizer. The reserves held against an asset are cal-
culated on the basis of the asset’s value. That means that when asset
prices increase, as they do in booms, financial firms need to increase
their reserve holdings, thereby exercising a brake on the boom. The
reverse holds for economic contractions. Thus, when asset prices fall,
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as happened in the mortgage-backed securities market after the financial
crash of 2008, this automatically frees up reserves and liquidity. A fourth
benefit is the seignorage that accrues to the central bank as a result of
financial firms holding non-interest reserves issued by the central bank.

Of particular interest are the relative merits of ABRR compared to
risk-based capital standards (RBCS), which is the system of regulation
currently advocated by central banks. A first important strength of ABRR
is that they promote counter-cyclical adjustment, whereas RBCS are pro-
cyclical. In financial downturns ABRR release reserves as asset prices fall,
and they increase demand for reserves as asset prices rise. In contrast,
RBCS force firms to raise more equity as assets deteriorate in quality, and
that can be difficult during downturns. Consequently, RBCS can exac-
erbate credit crises. A second advantage of ABRR is that it can be used
as a tool of discretionary monetary policy since the monetary authority
can easily adjust reserve requirements in accordance with market condi-
tions. That gives the monetary authority a tool for targeting particular
asset categories that may be subject to asset price bubbles. Additionally,
ABRR can serve some of the same functions as RBCS, to the extent that
the discretionary reserve requirement takes into account the riskiness of
asset classes. Thus, if the monetary authority wants to discourage hold-
ings of a particularly risky asset class, it can raise the reserve requirement
on that class. RBCS are less suitable for this type of flexible discretionary
policy since it is costly for firms to raise equity capital, and it can be
especially costly and difficult to do so in economic downturns and times
of financial stress.

A third advantage of ABRR relative to RBCS is that the former confer
seignorage benefits, whereas RBCS do not. This seignorage benefit is par-
ticularly useful now, after the crisis. Central banks have expanded their
balance sheets and increased the supply of reserves. With recovery, some
of that liquidity will eventually need to be withdrawn. By increasing the
demand for reserves, ABRR can help do that.

Lastly, in principle the two systems of regulation can be combined.
Thus, RBCS can be used to discourage excessive risk taking by ensuring
that financial firms have “some skin in the game,” while ABRR can be
used to assist monetary policy and target specific asset market problems.

10.5 ABRR and counter-cyclical capital
requirements

Recently, Goodhart and Persaud (2008) have suggested the adoption
of counter-cyclical capital standards to combat asset price bubbles. In
their scheme, capital standards would rise with asset prices to prevent
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overexpansion of financial intermediary balance sheets in booms, and
would fall in busts to facilitate continued provision of credit.9

Counter-cyclical capital standards have similar objectives to ABRR,
and in principle they too can be combined. However, once again there
are relative advantages to ABRR. One advantage, noted above, is that
ABRR have seignorage benefits because they increase the demand for
reserves.

A second advantage concerns the precision of ABRR. A firm that is
required to raise more capital will find that its overall cost of capital
rises, which will impact all of its activities and not just the activity that
is bubble-connected.

A third advantage of ABRR is they can easily be implemented on a
discretionary national basis, which is very important because national
conditions determine the need for counter-cyclical stabilization pol-
icy. Risk-based capital standards have been introduced as a means of
governing the global banking system to ensure banks are adequately
capitalized. Such regulation is needed because banks are extremely inter-
dependent for their stability, and it is also needed to prevent unfair
competition and a regulatory race to the bottom between countries.
The fact that capital standards have become the method of interna-
tional governance of the banking system makes it hard to use them
for national counter-cyclical purposes. In effect, counter-cyclical capi-
tal standards would place national stabilization policy needs in conflict
with international financial governance needs. This problem does not
apply to ABRR, because countries can unilaterally lower reserve require-
ments when the cycle turns down without undermining the agreed-upon
system of international financial governance.

Lastly, ABRR have the additional advantage of being a form of reserve
requirement, and reserve requirements have a long history of use in
financial regulation. They are easy to adjust, their effects are well
understood, and both bankers and central bankers are familiar with
them.

10.6 Government bonds as the reserve asset?

The reserve asset in a system of ABRR is usually thought to be the liabil-
ities of the central bank. However, another possibility is to allow banks
to use government bonds as the reserve asset. This has both advantages
and disadvantages.

Bonds are flex-price financial assets whose price adjusts in response to
changes in market interest rate conditions. Higher interest rates reduce
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the value of bond holdings, and if the value of firms’ other assets are
unchanged that would require firms to hold additional bonds. The
reverse would hold when market interest rates fall.

On the advantage side, this relationship between bond prices and
interest rates creates an additional automatic stabilizer. Thus, when an
economy starts to boom or when inflation increases, interest rates would
tend to rise and bond prices fall. This would automatically cause finan-
cial firms to have to allocate resources to buying additional bonds to top
up their bond holdings, thereby limiting their financial funds available
for other activities.10

On the disadvantage side, fluctuations in interest rates would tend to
create uncertainty for financial firms. Additionally, to the extent that
bond market interest rates move perversely or do not respond to the
business cycle, this would limit the automatic stabilizer property.

Finally, with regard to public finances, using government bonds as the
reserve asset would increase demand for bonds, which would facilitate
budget deficit financing and lower debt servicing costs. Balanced against
this, the central bank would lose the seignorage that would come with
having its liabilities serve as the reserve asset.

10.7 ABRR and the eurozone

ABRR have particular relevance for the eurozone and the European Cen-
tral bank (ECB). The establishment of the euro represents an important
step in the creation of an integrated European economy. Over time, it
should yield dividends as increased competition and lower transaction
costs generate increased efficiency. However, member countries have had
to give up their own exchange rates and interest rates, and that has cre-
ated problems for economic management by reducing the number of
policy instruments. In particular, the ECB must wrestle with how to set
interest rates when some countries are booming while others suffer high
unemployment.

ABRR can help fill this policy instrument gap. This is because the ABRR
can be implemented on a national basis. For instance, real estate lend-
ing, which has been a major concern, is particularly suited to this. Thus,
when Spain and Ireland were suffering excessive house price inflation,
the Spanish and Irish central banks could have raised reserve require-
ments on mortgage loans secured by property in those countries. That
would have raised Spanish and Irish mortgage loan rates without affect-
ing rates in the rest of Euroland. Conversely, now that Ireland and Spain
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are suffering house price deflation, they would be able to lower reserve
requirements on mortgages.

Nationally contingent ABRR will create incentives to shop for credit
across countries. That means ABRR with a geographically specific dimen-
sion will work best when linked to geographically specific assets that
cannot escape. This includes mortgage lending that is secured by col-
lateralized property, and shares for which legal title is registered where
companies are incorporated. For instance, mortgage loans are secured
against specific real property, which determines the jurisdiction in which
the loan falls and makes it difficult to escape compliance.

More generally, jurisdictional shopping involves transaction costs.
Those transaction costs provide a wedge that allows ABRR to create cross-
country interest rate differentials for wide categories of assets. Lastly,
jurisdictional shopping would tend to promote cross-country financial
integration, which is a long-term goal of the euro project. So even here
there is an upside.

One possible problem with a system of ABRR is that it could raise polit-
ical conflicts between the ECB and member countries. That suggests a
two-tier system of ABRR, which would operate at both the Euroland and
national levels. Euroland ABRR policy would be controlled by the ECB,
and the ECB would have the power to set ABRR across the eurozone with
common requirements in all countries. National central banks would
have the right to set country-specific asset reserve requirement ratios,
subject to the proviso that those requirements be no lower than the
requirement ratio set by the ECB. This would give countries the power
to set monetary policy that was tighter than that set by the ECB, but
not looser. Such a system puts in place a floor to monetary policy that is
needed to protect the integrity of the euro, but it gives individual coun-
tries the ability to pursue independent tighter monetary policy if deemed
necessary.

10.8 Conclusion

In recent years there has been debate over whether monetary policy
should target asset price bubbles. That debate has become even more
significant in light of the destruction caused by the implosion of the
US house price bubble. Both former Federal Reserve Chairman Alan
Greenspan and current Federal Reserve Chairman Ben Bernanke are on
record as being against targeting bubbles.

This chapter has argued an opposing position. Asset price bubbles can
be extremely harmful. That was shown by the earlier deflation of Japan’s



Policy and Asset Bubbles 181

real estate bubble, and it is has been shown again with the deflation
of the US house price bubble. That said, using interest rates to target
bubbles is unsatisfactory because interest rate policy imposes unaccept-
able collateral damage. Instead, policymakers should adopt a system of
ABRR that can provide additional policy instruments that enable target-
ing asset and credit market excess without raising the general level of
interest rates. Not only would such a system provide a means of combat-
ing asset price bubbles – it would also provide a means for strengthening
standard counter-cyclical monetary policy.



11
Monetary Policy and Central
Banking after the Crisis: The
Implications of Rethinking
Macroeconomic Theory

The financial crisis of 2008 and the Great Recession have prompted a
retrospective on the conduct of monetary policy and central banking
(Bernanke, 2010). Beforethecrisis, economistsandcentralbankerswere in
a celebratory mode, with talk about the “Great Moderation” and praise for
advances in monetary economics that had helped stabilize the economy
(Bernanke, 2004; Goodfriend, 2007; Blanchard, 2008): now, however,
there is talk among policy insiders of need to rethink monetary policy.

The status quo “insider” rethink focuses on the role of monetary pol-
icy in dealing with asset bubbles; making the central bank the banking
system supervisor; and how to deal with the problem of the zero lower
bound to nominal interest rates.

This chapter presents an “outsider” reform program that focuses on
central bank governance and independence; reshaping the economic
philosophy of central banks to be more intellectually open-minded;
major monetary policy reform that includes adoption of an inflation
target equal to the minimum unemployment rate of inflation (MURI)
and implementation of asset-based reserve requirements; and regulatory
reform that addresses problems of flawed incentives, excessive leverage,
and maturity mismatch.

The proposed outsider reform program is rooted in a rethink of macroe-
conomic theory compelled by the crisis. There are some overlaps between
the insider and outsider reform programs, but they are more form than
substance. That is dangerous, because it can confuse debate if similarity
of form is mistaken for similarity of substance.

This chapter was first published under the same title in M.H. Wolfson and G.
Epstein (eds.), The Handbook of Political Economy of Financial Crises, Oxford
University Press, 2013, 624–643.
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The insider program makes no changes to macroeconomic theory and
is uncritical of the Federal Reserve’s past actions; from its perspective,
any failings of the Federal Reserve have been unwitting sins of omission.
The outsider program, in contrast, fundamentally challenges existing
macroeconomic theory and is also highly critical of the Federal Reserve;
from its perspective the failings of the Federal Reserve have included sig-
nificant sins of commission rooted in political capture, cognitive capture
and intellectual hubris.

The outsider critique can be taken even further. The Federal Reserve is
already legally mandated to pursue maximum employment with price
stability. However, it needs institutional transformation that makes it
think of itself as an agent for helping realize shared prosperity. That means
it should have a duty to shape the allocation of credit and the financial
systeminwaysthatensuregrowth, fullemploymentandafairshakeforall.

Though the chapter’s critique of existing policy and recommended
reforms are focused on the US Federal Reserve, the principles that are
articulated and many of the proposed reforms carry over to monetary
policy and central banking everywhere – including the Bank of England
and the European Central Bank.

11.1 Insider rethinking of policy

The starting point for the discussion is the current rethink of mone-
tary policy and central banking among policy insiders. This rethink is
reflected in a series of papers by Blinder (2010a, 2010b, 2010c) focusing
on three principal areas: monetary policy and asset price bubbles; the
role of regulation in monetary policy; and the policy implications of the
zero lower bound to the nominal interest rate.

With regard to governance, Blinder (2010a) frames the issue in terms
of “central bank independence,” which he strongly supports. He is essen-
tially content with the current structure and rejects change, particularly
regarding the FOMC and the private corporation status of the twelve dis-
trict Federal Reserve banks. His argument is that the existing structure
has worked well, so why change it now?

With regard to the role of monetary policy in dealing with asset bub-
bles, Blinder (2010b) frames the issue as whether monetary policy should
“lean against” bubbles or “mop up afterwards”. The consensus has been
mop up afterward. Now, there is an emerging argument for distinguish-
ing between credit-led bubbles and equity-type bubbles in which credit
plays only a minor role (Mishkin, 2008; Blinder, 2008), and leaning
against credit bubbles and mopping up afterward equity bubbles.
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The new approach to bubbles in turn motivates new thinking about
regulatory supervision. Blinder (2010b) defends a generic tendency to
caution about bubble activism on grounds that central banks have no
information advantage, and they also lack targeted instruments so that
costs of collateral damage from intervention may outweigh benefits.
However, central banks might have the information and instruments to
deal with bank-based credit bubbles if they are also the banking system
supervisor. That argument therefore recommends making the central
bank the banking system supervisor, and the argument is further sup-
ported by adding a third goal for monetary policy of financial stability
(in addition to the existing goals of low inflation and high employment).

The third issue is the zero lower bound (ZLB) to nominal interest rates
that limits the Federal Reserve’s ability to lower interest rates. In a pre-
sentation at the FRB Boston conference of October 16, 2010, Blinder
(2010c) argues for more safeguards against bumping up against the ZLB.
Principal among these is a higher inflation target, a policy proposal that
has also been floated by IMF Chief Economist Olivier Blanchard and his
co-authors (2010).

11.2 The outsider case for more profound reform

The Blinder (2010a, 2010b, 2010c, 2008)–Mishkin (2008)–Blanchard
et al. (2010) proposals represent the “insider” program for reform of mon-
etary policy and central banking. Blinder is a former vice-president of
the Federal Reserve; Mishkin is a former governor of the Federal Reserve;
Blanchard is chief economist at the IMF; and all three are leading aca-
demic economists holding positions at Princeton, Columbia, and MIT
respectively. Their proposals leave both the institutional structures of
central banking (the Federal Reserve) and the theory justifying policy
essentially unchanged.1

This insider program can be contrasted with an outsider program that
argues for more substantive reform. The starting point is the recognition
that central banks are critically important institutions in today’s system
of financial capitalism. Without the Federal Reserve, the US government
would have been unable to stop the financial crisis of 2008. And without
it, the US government would likely now be having considerable difficulty
financing its huge budget deficit.

Central banks’ power is rooted in their ability to issue money and set
interest rates. This is a constructive and vital power, which means the
Federal Reserve must be part of the policy solution. But it is also a power
that can be abused, which means that the Federal Reserve can be part of
the problem. The challenge is to see that the central bank’s powers are
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deployed properly on behalf of the public interest; are not abused via
arbitrary or excessive use; and that others cannot force the central bank
to use its powers on their behalf.

Right now that is not the case. The Federal Reserve failed to properly
deploy its powers, as evidenced by the policy failures that led up to the
crisis. Its powers are also too much in the service of financial market
interests, in part to save the economy from their destructive speculative
activities. The clearest evidence of this is the new concern about the “too
big to fail (TBTF)” problem whereby mega banks are too big to fail and are
therefore subsidized in credit markets because lenders know the central
bank will not let big banks fail for fear of the collateral damage that failure
will inflict. The TBTF problem surfaced during the crisis, but a similar
problem has been evident for a while in the form of the “Greenspan
put” that protected the stock market against declines, again for fear of
collateral macroeconomic damage.2

An outsider reform program involves four parts, as illustrated in
Figure 11.1. Those parts are: governance reform; change of economic
philosophy; monetary policy reform; and regulatory reform. This out-
sider framing of the reform question is substantially different from the
insider framing in two critical respects. First, insider reformers frame the
problem of how to improve the Fed’s performance within the exiting
institutional and theoretical frame. There is no mention or indication
of the possibility that the Federal Reserve may have contributed to the
making of the crisis. For insiders there have been no sins of commission
on the part of the Federal Reserve, only unwitting sins of omission.

Second, insider reformers see no problem regarding political cap-
ture of the Federal Reserve by financial market interests. The theory
of regulatory capture, whereby regulated interests capture their regu-
lators, is well known among economists. However, from an insider
perspective the theory is germane to other agencies but not the Federal
Reserve, which explains the uncritical discussion about central bank
independence (about which more below).

Federal Reserve reform

Governance Economic
philosophy

Monetary
policy

Regulatory
reform

Figure 11.1 A program to reform the Federal Reserve
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11.2.1 Governance and central bank independence

The financial crisis and the subsequent government rescues of banking
systems has led to a rediscovery of political economy and its relevance
for understanding monetary policy, regulatory policy, and the Federal
Reserve. The argument is that in the 1990s and 2000s financial interests
were able to capture the regulatory system and use this capture to their
advantage, pushing unsound deregulation and blocking needed regu-
lation. That capture was evident in the financial deregulation and lack
of re-regulation that characterized the period 1980 to 2008. The Glass–
Steagall Act (1933), an iconic piece of New Deal legislation that barred
firms from undertaking both investment and commercial banking activ-
ities and barred banks from owning insurance companies, was repealed
in 1999. Citigroup went so far as to complete its purchase of Travelers
Insurance a year in advance of Glass–Steagall’s repeal.

Another example of capture is from 1998, when Treasury Secretary
Robert Rubin and Federal Reserve Chairman Alan Greenspan success-
fully blocked attempts by Brooksley Born, head of the Commodity
Futures Trading Commission, to regulate the derivatives market. The
Commodities Futures Modernization Act of 2000 exempted derivatives
from regulation and allowed them to be traded almost entirely free of
regulation in so-called “over-the-counter” markets.

A third example concerns the Securities Exchange Commission. In
2004, the Securities Exchange Commission passed its net capital exemp-
tion rule that reduced the amount of capital Wall Street’s largest broker-
age houses had to hold, and it also allowed investment banks to adopt
self-regulation with regard to assessing the value of their capital at risk.
An immediate consequence of the rule was a surge in investment bank
leverage, and debt–equity ratios rose from around 15:1 in 2004 to over
30:1 by 2008.

This process of regulatory and political capture is documented by John-
son and Kwak (2010) in their best seller, 13 Bankers: The Wall Street
Takeover and the Next Financial Meltdown. Their thesis is that bankers
remain firmly in control of the political-regulatory process and have
successfully blocked the needed post-crisis reform and regulation.

The traditional focus of capture theory is microeconomic regulation.
However, the logic of capture theory also applies to macroeconomic
policy, something that is entirely missing from the little mainstream
discussion about capture. Macroeconomic policy capture is particularly
important for monetary policy and central banking, as it can affect
the relative policy emphasis given to inflation versus unemployment.
It will also affect the willingness to use regulatory tools (balance sheet
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restrictions, margin requirements, and reserve requirements) for pur-
poses of enhancing macroeconomic policy. That is particularly germane
to the issue of asset price bubbles and their macroeconomic impacts.

Epstein (1992) distinguishes between financial capital, industrial capi-
tal, and labor. Palley (1996b (1997)) argues that financial capital is likely
to have a strong preference for low inflation to protect financial wealth;
industrial capital will have a preference for a stronger real economy and
lower unemployment to boost demand and profits; and workers will
want full employment to boost real wages. In that case, if financial inter-
ests dominate the Federal Reserve it will tend to produce macroeconomic
outcomes characterized by higher unemployment and lower inflation
(that is, a point further down the Phillips curve).

The issue of policy preferences is also germane to the question of
central bank independence. Insider economists argue that central bank
independence is a mechanism for helping address politicians’ incentive to
pushinflationtoohigh. Forinstance, usingagame-theoreticnaturalrateof
unemployment model, Barro and Gordon (1983) show that policymakers
will push inflation too high in an attempt to secure temporary real output
gains. There are three features to note. First, the model assumes a vertical
Phillips curve that offers only temporary output gains. Second, even
those gains come from “fooling” private sector agents into making sub-
optimal supply decisions. Third, the public is assumed to have a unified
set of preferences that differ from politicians’ preferences, and it is this
that causes politicians to impose sub-optimal outcomes on the public.
Thus, politicians are effectively represented as the enemy of the public.

For insider economists, central bank independence is viewed as a
means of solving this preference conflict issue. The problem is that the
assumptions are false, and central bank independence does not solve
the preference conflict. The reality is that the public’s preferences are
divided according to economic interests. Consequently, central bank
independence may simply entrench one set of interests – probably those
of financial capital.

Palley (1996 (1997)) shows that in a model like that of Barro and
Gordon (1983) a financially dominated central bank will choose sub-
optimally low inflation. If the economy has a negatively sloped long-run
Phillips curve, that causes permanent output losses and permanently
higher unemployment.

In a sense, the frame of central bank independence is wrong. Instead,
the frame should be establishing institutions that deliver best outcomes
within the context of constitutional democracy. That is an enormously
difficult challenge, which mainstream economists evade de facto via
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two assumptions. First, they assume the public’s preferences are uni-
fied. Second, they assume they have the “true” model of the economy,
as described by the theory of the natural rate of unemployment. These
assumptions remove conflict about policy goals and conflict about how
the economy works and what is economically feasible.

Neither of these two assumptions is true. The public’s preferences are
clearly divided, as evidenced by contested politics. Second, there are lots
of views about how the economy works, of which the mainstream view
is but one – albeit a view that dominates economics, because mainstream
economists suppress alternative views by denying them space. These con-
siderations mean that poorly designed central bank independence may
worsen the real world policy problem by giving dominance to particu-
lar interests. For instance, by entrenching financial interests it may lead
to sub-optimal inflation–unemployment outcomes. Furthermore, it may
also cause political damage by undermining principles of constitutional
democracy.

That said, there may still be a place for central bank independence as
a means of restraining populist political pressures on monetary policy.
However, any independence must always be granted subject to self-
conscious awareness of the problem of conflicting preferences, and the
problem of conflicting views about the economy, and with absolute def-
erence to constitutional democracy. That means central banks must be
accountable to elected officials, fully represent competing interests, and
avoid political and intellectual capture.

With regard to the Federal Reserve, this suggests the following institu-
tional reforms.

Reform #1: nationalize the Federal Reserve System so that it is fully owned
by the federal government. The presidents of the district Federal Reserve
Banks are currently appointed by the boards of directors of those banks,
which are 50 per cent owned by private member banks. These district
banks should be nationalized and their presidents appointed by the US
President subject to Senate confirmation. The rationale is to diminish
the possibility for private influence within the system.

Reform #2: change the Federal Reserve appointment structure so that every
four years the incoming President gets to appoint the Federal Reserve Chair-
man subject to Senate confirmation. The rationale is that voters hold the
President responsible for the economy and the President should there-
fore have full opportunity to pursue his policy. This would strengthen
democratic accountability of the Federal Reserve.

Reform #3: the Federal Reserve should issue an annual social report that
explicitly addresses the question of institutional capture. The report would
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be presented to Congress and would address the social, commercial and
political backgrounds of appointees and senior management with an eye
to ensuring wide representation of points of view. The very requirement
of a report would constitute public acknowledgement of the potential
for capture, and the report itself would be a focal point for annually
considering the problem.

Reform #4: rationalize the Federal Reserve System and reduce the number
of district banks to four (New York plus three) plus the Board of Governors.
The rationale is that the existing structure of twelve district banks is
costly and outdated, reflecting the railroad economy of the 19th century.
The current time of budget austerity provides an opportune and justified
moment to prune and modernize the Federal Reserve System.

11.2.2 Economic philosophy reform

The financial crisis revealed a catastrophic failure of thought at the
Federal Reserve. Despite employing hundreds of economists, the entire
Federal Reserve System was taken aback by the crisis; failed to understand
it as it was happening; and has been repeatedly surprised by the depth
and duration of the Great Recession.

One explanation is that the Federal Reserve System succumbed to
“group think” which was also part of a larger group think in the eco-
nomics profession. That group think pushed an “intellectual cleansing”
of all who disagreed with the new economic consensus.

It also created the conditions for the “black swan” event that blind-
sided the Federal Reserve. Black swan events are not a statistical phe-
nomenon concerning low probability distant tail outcomes. Instead,
they are a sociological phenomenon produced by closed mindedness,
and the Federal Reserve was blinded to the reality of economic develop-
ments by its group think among its economists and policymakers.

Viewed in this light, the Federal Reserve’s failure reflects a lack of plu-
ralism rooted in a fundamentally wrong-headed beliefs that it has access
to truth and that its model is the true model. As the philosopher Karl
Popper (1959) showed, that is epistemologically impossible. The best
that is possible is to have a model that is not rejected by the facts. How-
ever, because of the coarseness of tests in economics, that means having
to live with several theories and models.

It can be argued that the Federal Reserve’s intellectual failure is the root
cause of its policy failure, and Buiter (2008b) argues the Federal Reserve
was subject to cognitive capture. Buiter represents this phenomenon as
a purely intellectual failure, but the ideas that dominated policy sup-
ported the interests of finance. Viewed in that light, cognitive capture
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is simply the intellectual extension of conventional regulatory capture.
That speaks to a need for reform that protects against future intellectual
failure.

Reform #5: the Federal Reserve should be legally mandated to promote a
pluralistic open-minded approach to economics and economic policy that self-
consciously avoids the pitfalls of ideology and group think. There is value
in Congress debating intellectual pluralism and passing legislation both
to provide instruction to the Federal Reserve and to change its intel-
lectual frame, as happened with The Employment Act of 1946. As a
first step in this direction, the Federal Reserve should commission an
investigation into its failure to foresee the crisis and its failed predic-
tions about recovery.3 Delivering on such a law requires ultimately
having the right people in charge, which is why personnel change at
the Federal Reserve is so important – but the first step is mandating
action.

An example of the type of thinking that must be incorporated into
the Federal Reserve System is Hyman Minsky’s (1992 (1993)) “Finan-
cial Instability Hypothesis.” The crisis has boosted Minsky’s standing,
and economists are making increased mention of him. However, that
mention is token and the fundamental analytical framework remains
unchanged. From a Minsky perspective “success breeds excess breeds
failure,” and finance has a genetic proclivity to instability. Palley (2009a
(2011)) argues that a Minskian perspective implies the following policy
propositions:

Policy proposition #1: policymakers must exercise self-conscious skep-
ticism toward euphoria (that is, no more policymaker chatter of
“Great Moderations” and “New Economies”).

Policy proposition #2: capitalist economies always need significant regu-
lation to contain financial speculation and financial excess. Milton
Friedman is the philosophical advocate of a deregulated economy,
and the justification is provided by the first welfare theorem of
competitive general equilibrium theory. In contrast, Hyman Min-
sky is the philosophical advocate of a regulated economy, and the
justification is provided by his financial instability hypothesis. That
is fundamentally different from, though also compatible with, the
conventional market failure justification for regulation which is
rooted in competitive general equilibrium theory. The policy impli-
cation is that it undoes the presumption that regulation is guilty
until proven innocent; instead, some form of regulation is always
needed.
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Figure 11.2 Monetary policy reform

Policy proposition #3: Discretion dominates rules. Models, numbers and
rules are always insufficient for policymaking, and there is always
need for judgment because the economy is subject to an evolu-
tionary dynamic that cannot be foreseen. That said, policy should
still aim to be credible and clear. As Keynes [1936] emphasized,
uncertainty is costly in market economies. It can paralyze economic
action and it can also induce costly defensive actions. Policymak-
ers should therefore look to reduce policy-induced uncertainty by
ensuring that policy is credible and clear. This is a valuable policy
lesson provided by new classical macroeconomics, and it is one
that carries over to Keynesian and Minskian macroeconomics.

11.2.3 Monetary policy reform4

A third area of reform is the conduct of monetary policy, and here
rethinking of macroeconomics prompts four reforms, as illustrated in
Figure 11.2.

Reform #6: Central banks should target inflation so as to hit the minimum
sustainable rate of unemployment. The Phillips curve (the trade-off between
inflation and unemployment) is backward bending, and central banks
should aim for the inflation rate that minimizes the unemployment rate.
In the USA that rate of inflation is probably between 3 and 5 per cent, and
it can be termed the minimum unemployment rate of inflation, MURI
(an acronym that can be contrasted with Milton Friedman’s NAIRU).
The backward bending Phillips curve and the MURI are illustrated in
Figure 11.3.

Blanchard et al. (2010) and Blinder (2010c) have both also suggested
raising the inflation target, but their reasoning is to push up nom-
inal interest rates to avoid getting caught in the zero lower bound
trap. That reasoning leaves unchallenged the theory of a natural rate of
unemployment and its claim of a vertical Phillips curve. It also implies
sticking with the flexible labor market agenda that is the implicit policy
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Figure 11.3 The backward bending Phillips curve

recommendation of Friedman’s natural rate theory, and that agenda has
contributed significantly to the worsening of income distribution.

According to that theory, the natural rate of unemployment is deter-
mined by labor market frictions, including unions, high minimum
wages, fringe benefits that raise labor costs, and employee protections. If
policymakers want to bring down the natural rate, they should eliminate
these features. The Blanchard–Blinder insider justification for a higher
inflation target sticks with this thinking.

It is therefore very important to get the right justification for a higher
inflation target. The theory of the backward bending Phillips curve pro-
vides a justification, but here too it is important to get the right theory.
Justifications for a backward bending Phillips curve have been provided
by both Akerlof et al. (2000) and Palley (2003b). Akerlof et al. (2000) iden-
tify near-rational expectations and the process of expectation formation
as the cause of the backward bend. They argue that as inflation increases
agents expectations become fully rational, causing the Phillips curve to
bend backward. Palley (2003b) identifies incomplete incorporation of
inflation expectations into nominal wage settlements as the cause of the
backward bend. The argument is that workers in sectors with unemploy-
ment are willing to accept some modest real wage reduction via inflation
so long as this is at low rates of inflation. However, they resist too rapid
reductions by too high inflation, and this resistance causes the Phillips
curve to bend backward once inflation passes a critical threshold.

As argued in Palley (2009c, 2011), there is an important distinc-
tion between these two approaches. The Akerlof et al. (2000) approach
generates a Phillips trade-off by fooling workers into misperceiving
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inflation at low rates. It therefore lacks an economic welfare justification
for non-zero inflation. The Palley (2003b) approach emphasizes the role
of inflation in greasing the wheels of wage adjustment in labor markets.
It therefore has a welfare justification for non-zero inflation.

Furthermore, the extent of incorporation of inflation expectations into
wage settlements reflects conditions of job market security and labor
militancy. These conditions can change, in which case the backward
bending Phillips curve will shift and the MURI will shift. Policy that fails
to change in response to such shifts will be sub-optimal, but policymakers
need the right theory if they are to recognize and respond to shifts. The
bottom line is that it is important to have the right economic theory to
arrive at the right policies and provide them with appropriate reasoning
and justification.

Lastly, the rationale for targeting inflation should be absolutely clear.
Here, the old distinction (Friedman, 1975) between “intermediate” and
“ultimate” targets can help. Inflation is both an intermediate and ulti-
mate target. It is an ultimate target because inflation has costs, and it is
an intermediate target because it helps reach the other ultimate target,
which is the unemployment rate. Given these dual targets, it is critical
that inflation targeting (including MURI targeting) be lodged in a pol-
icy framework that explicitly states that the monetary authority has a
responsibility for real economic performance. Absent that, it is easy for
policy to slip into thinking inflation is the only ultimate target. Once
that happens, the natural tendency is to push for a lower inflation target
so that policy ends up producing sub-optimal outcomes with regard to
the real economy.

Reform #7: central banks should adopt a system of asset-based reserve
requirements that enables targeted discretionary counter-cyclical balance sheet
controls on the financial sector. This system should apply to shadow banks
and hedge funds. A central lesson of the financial crisis and the last
decade is that monetary authorities cannot manage the economy with
just interest rates and an inflation target. Doing so leaves the economy
exposed to build-ups of financial excess. These build-ups do not nec-
essarily cause inflation, and therefore fly under the radar screen of an
inflation-targeting regime. However, they generate financial fragility that
can undermine the economy, and also leave a large “debt” footprint that
retards economic activity and is difficult to escape.

That suggests inflation targeting should be supplemented by quan-
titative balance sheet controls that limit such build-ups. As argued
in Chapter 10, one such system of control that is both general and
flexible is asset-based reserve requirements (ABRR) that extend margin
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requirements to a wide array of assets held by financial institutions.
Financial firms have to hold reserves against different classes of assets,
and the regulatory authority sets adjustable reserve requirements on the
basis of its concerns with each asset class.

ABRR provide a new set of policy instruments that can target spe-
cific financial market excess, leaving interest rate policy free to manage
the overall macroeconomic situation. They can also help prevent asset
bubbles by targeting overheated asset categories, and they are particu-
larly good for targeting house price bubbles since they can target the
issue of new mortgages. By requiring financial firms to retain some
of their funds as non-interest-bearing deposits with the central bank,
policymakers can affect relative returns on different categories of finan-
cial assets.5 If policymakers want to deflate a particular asset category,
they can impose higher reserve requirements on that category, thereby
reducing its returns and prompting financial investors and firms to
shift funds out of that asset into other relatively more profitable asset
categories.

ABRR also increase the efficacy of monetary policy, especially by
enabling central banks to target sector imbalances without recourse to
the blunderbuss of interest rate increases. If a monetary authority is con-
cerned about a particular type of asset bubble generating excessive risk
exposure, it can impose reserve requirements on that specific asset with-
out damaging the rest of the economy. Furthermore, an ABRR system
also acts as an automatic stabilizer. When asset values rise or when the
financial sector creates new assets, ABRR generate an automatic monetary
restraint by requiring that the financial sector hold more reserves.

Another benefit is they provide a policy tool that can encourage
public purpose investments such as inner-city revitalization or environ-
mental protection by setting low (or no) reserve requirements on such
investments (Thurow, 1972; Pollin, 1993).

ABRR increase the demand for reserves which will allow the Fed to
exit the current period of quantitative easing and avoid future infla-
tion. In a sense, they provide an alternative to the quantitative easing
exit strategy proposed by Chairman Bernanke that involves paying
interest on reserves. The latter is costly to government, and it effec-
tively rewards banks for the crisis they caused, since they now gain a new
revenue stream (Palley, 2010b). In contrast, ABRR increase seignorage
revenue for governments at a time of fiscal squeeze.

ABRR work best when applied uniformly to all financial firms and
when linked to geographically specific assets that cannot evade the regu-
latory net. They are also consistent with the application of other balance
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sheet controls. For instance, they are a form of liquidity requirement,
only they require that liquidity be held against a specified asset class.

They are also consistent with capital standards that aim to discourage
excessive risk taking. However, capital requirements can be destabilizing
because they are pro-cyclical (capital is eroded in recessions, therefore
potentially forcing lending cutbacks that amplify the downturn). Capital
standards are also less flexible in the sense of being more difficult to
adjust, as firms need time to raise capital.

ABRR can also stabilize exchange rates. For instance, a country suffer-
ing undesirable exchange rate depreciation could impose ABRR require-
ments on foreign currency deposits of domestic financial institutions.
That can complement Chilean style reserve requirements, designed to
fight undesirable currency appreciation by imposing unremunerated
reserve requirements on capital inflows.

Lastly, ABRR can help members of currency unions (for example, coun-
tries using the euro) to fill the policy instrument gap that arises from
giving up their domestic currency and ability to determine local interest
rates. Since ABRR can be implemented on a geographic basis by national
central banks, domestic policy can be better set in accordance with the
local conditions.

Philosophically, there is a significant difference between ABRR and
insider chatter surrounding the possible need to deal with asset price
bubbles. An ABRR system is designed to be part of normal, standard,
everyday operation of monetary control, and it is consistent with a
Minsky’s financial instability hypothesis that emphasizes tendencies to
instability. Just as interest rate control is an ordinary policy measure, so
too should be quantitative balance sheet controls. That ABRR are good
at targeting asset price bubbles is a supplementary benefit. This contrasts
with insider thinking, which appears to frame the issue of balance sheet
controls in terms of special and unusual circumstances of asset price bub-
bles rather than everyday management of the financial system. When it
comes to everyday management of the economy, the insider perspec-
tive is still stuck on interest rate control. This is reflected in the Federal
Reserve’s new focus on payment of interest on reserves that is designed
to strengthen the Fed’s control of short-term interest rate, but there is
still nothing about quantitative measures aimed at controlling credit and
financial asset creation.

Reform #8: target more than just the overnight interest rate. Over the past
three decades, monetary authorities have used interest rate policy to
target the overnight rate. In the USA this rate is the federal funds rate. In
the Eurozone it is the European Central Bank’s Lombard rate. There are
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both narrow technical reasons and broader reasons of macroeconomic
theory for targeting additional interest rates.

To the extent that policy aims to affect long-term rates, current policy
does so by shifting the entire term structure of interest rates up or down.
It may also affect the term structure of interest rates via the expectations
of future short-term rates. Thus, according to the expectations theory of
the term structure, the current two-period interest rate is the product of
the current short-term rate and the current expected period 2 short-term
rate. This can be expressed as follows

i2,t = [1+ i1,t][1+Et[i1,t+1]]−1 (1)

i2,t= current two-period rate, i1,t= current one-period rate and,
Et[i1,t+1]= current expectation of the next period short rate. The term
structure and longer-period rates are therefore managed indirectly by
affecting expectations of future short-period rates.

This indirect management is weak and rests on markets having the
correct expectations about future period short rates. Yet despite this
weakness, monetary authorities have until recently resisted targeting
longer-term rates. The reasoning for this is not clear, but it seems to
be related to some belief that they cannot do so.

The Federal Reserve’s policy of quantitative easing (QE) adopted after
the crisis has shattered that fiction. It is now clear that monetary author-
ities can target longer-term rates, and they should do so. Moreover, not
only should they target longer-term government bond rates with an eye
to managing the risk-free term structure, but they should also target some
private sector interest rates. In particular, the Federal Reserve should
consider targeting mortgage-backed security (MBS) interest rates because
mortgage rates are so critical for the economy. One reason for targeting
these rates is if the central bank feels the spread between MBS rates and
government bond rates is inappropriate, suggesting the mortgage mar-
ket is malfunctioning. A second reason is if the housing market is weak
and threatens the economy, in which case intervention that lowers MBS
rates can be a form of stabilization policy.

More generally, a Keynesian approach to monetary policy would jus-
tify going far beyond targeting just the overnight interest rate. A central
message of Keynes’ General Theory is that financial markets do not set
interest rates (of which there are many) in a manner that ensures full
employment. That is the Keynesian macroeconomic justification for
interest rate-based monetary policy, but there is no reason to restrict
policy to targeting just the overnight rate.
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Reform #9: use the bully pulpit to speak out on behalf of better overall eco-
nomic policy. Blinder (2010a) also recommends using the bully pulpit,
and he proposes enlisting it as an anti-bubble weapon. What he terms
“howling and scowling” can discourage speculative behaviors by banks.
Such use of the bully pulpit is entirely appropriate. However, the insider
take on the issue again casts it narrowly and as if the Federal Reserve’s
failure to use the bully pulpit was exclusively a sin of omission.

The reality is that the Federal Reserve has used the bully pulpit, but
has used it asymmetrically. Chairmen Greenspan and Bernanke have in
the past talked about the benefits of globalization; the need for budget
austerity; the case for tax cuts, the case for social security cuts, and the
damage done by the minimum wage. This is a one-sided use of the bully
pulpit that reflects the dominance of a particular economic ideology at
the Federal Reserve.

That speaks to the need for intellectual balance, which in turn speaks
for appointing some progressive Federal Reserve governors and district
bank presidents who will use the bully pulpit to advocate a different eco-
nomic agenda. The rationale for such an agenda is that it would stabilize
the economy, increase growth, and help the Fed meet its mandate.

For instance, the bully pulpit could be, and should have been, used
to talk about the macroeconomic problems that come from worsening
income distribution. It should also have been used to talk about the
exchange rate, how an overvalued dollar makes the Fed’s job more diffi-
cult, and how exchange rate manipulation by trade rivals can harm the
American economy.

11.2.4 Regulatory reform

The final set of reforms concerns regulation. This is an enormous area and
impossible to cover in detail, but the architecture of needed reform can
be easily understood. Regulatory reform overlaps with the ABRR piece
of monetary policy reform, revealing how ABRR play two roles: first as
part of monetary policy that manages the level of economic activity, and
second as part of the regulatory system that ensures financial stability.

The financial crisis revealed unambiguously that the financial sys-
tem is currently unstable. That means that regulatory reform is needed.
Figure 11.4 identifies the three major causes of the financial crisis. The
first was flawed incentives that promoted loan pushing and unsound
lending. This was particularly true of mortgage lending and mortgage
related products. The second was excessive leverage that created balance
sheet vulnerability to small losses that wiped out equity, which in turn
undermined willingness to lend to weakened financial firms. Excessive
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Figure 11.4 Main causes of the financial crisis

leverage was particularly extreme among Wall Street investment banks.
The third was maturity mismatch whereby long-term assets were funded
with short-term liabilities. This exposed the system to the equivalent of
a bank run when the commercial paper (CP) market froze and lenders
were unwilling to rollover CP market loans. This problem was partic-
ularly acute among shadow banks and Wall Street investment banks.
The combination of all three factors created a disastrously fragile sys-
tem. Flawed incentives produced toxic loans that caused equity losses
that wiped out equity owing to high leverage. That meant that lenders
were unwilling to roll over CP market loans, which triggered insolvency
and started a downward liquidation spiral that worsened equity losses
and further reduced willingness to roll over CP loans.

These structural failings can be significantly addressed by the follow-
ing ten-point plan (some parts of which have been implemented in the
Dodd–Frank Wall Street Reform and Consumer Protection Act of 2010):

(1) Financial market regulation should be comprehensive, covering all
financial institutions on the basis of function (what they do) rather
than form (what they call themselves). This would create a level
playing field in which the shadow banking system, Wall Street
investment banks, and the structured investment vehicles (SIVs)
of commercial banks would all be subject to regulation. Regulatory
avoidance should not be tolerated as a means of gaining business
competitive advantage.

(2) To remedy incentives to loan push, lenders should be required to
hold a “stub” ownership interest in all loans they originate. This
would leave lenders exposed to future loan losses, thereby dimin-
ishing the “loan pushing” incentive that comes with the “originate
to distribute” lending model which has lenders selling loans they
make in the secondary market.

(3) Additionally, a significant share of top management bonus pay
should be in the form of long-dated stock options. This would
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also help remedy the “originate to distribute” model’s incentive to
loan push because managers would bear some of the costs if loans
subsequently went bad.

(4) To remedy the excessive leverage problem, financial firms should
be subject to strict leverage limits based on sharply higher equity
capital requirements. This would help diminish insolvency risk by
giving banks the capacity to withstand losses.

(5) To remedy the problem of bank runs such as occurred in the CP
market, lenders should be subject to reasonable liquidity require-
ments.

(6) It should be illegal for investors to purchase credit default swap
(CDS) insurance coverage on bonds they do not own. This would
help prevent assassination of companies’ credit standings by spec-
ulators hoping to profit from a bankruptcy by selling CDS and
thereby sending false signals about a company’s financial health.

(7) The credit default swap market should be regulated, and all CDS
transactions should pass through market clearing arrangements.
This would help prevent a repeat of the AIG situation in which the
market was unaware of the extent of risk taken on by AIG through
purchase of CDS.

(8) To reduce the maturity mismatch problem, financial companies
should be required to issue contingent convertible bonds (COCOs)
as part of their capital structure. Such bonds automatically convert
into equity when existing equity is eroded beyond a threshold by
losses. The price of these bonds would also act as a “canary in the
coal mine” by signaling in advance the riskiness of companies.

(9) As discussed earlier, monetary authorities should introduce a system
of ABRR that supplements and reinforces interest rate policy. ABRR
can be useful for both macroeconomic stabilization and stabilizing
the financial system.

(10) There is need for political reform that limits political contributions
from financial firms. Those contributions buy political influence,
and they helped drive the policies of flawed deregulation and light
touch regulation of the past 30 years. That influence is also now
blocking re-regulation (Johnson and Kwak, 2010).

11.3 Conclusion: political economy and the
difficulty of change

The financial crisis and Great Recession have prompted a rethink of
monetary policy and central banking among insider policymakers. The
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impulse to rethink is welcome, but it can also mislead because the sug-
gested changes are small relative to the scale of monetary policy failure.
In all important respects, the insider approach to reform leaves essen-
tially unchanged both the theoretical paradigm guiding monetary policy
and the thinking about the institutional structures of central banking.

This lack of deep change reflects the entrenched nature of thinking
that surrounds monetary policy and central banking, which in turn can
be viewed as part of a larger political economy that blocks change. Politi-
cians are disinterested in pushing for change because monetary policy
and regulatory policy raise technical issues that have little resonance with
the public. Voters do not lobby Congress about the Federal Reserve, and
nor do they decide how to vote on the basis of Federal Reserve policy,
despite its critical impact on their lives.

The Federal Reserve is also protected by Wall Street and the banking
and financial community whose interests it often identifies with. That
is because of institutional capture, a tendency to a shared intellectual
outlook among those working in finance and banking, and a revolving
employment door between Wall Street and the Federal Reserve. Lastly,
the Federal Reserve is also protected by its patronage of academia, which
includes its own revolving door with university economics departments.
That buys the Federal Reserve intellectual cover and legitimacy.

These political and sociological structures make it very difficult to
change monetary policy and central banking, but the scale of the policy
failure in connection with the financial crisis creates an historic oppor-
tunity. Not only should change alter technical policy – it should aim
to transform the identity of the Federal Reserve. The Employment Act
of 1946 and the Full Employment and Balanced Growth Act of 1978
charged the Federal government with securing maximum employment
with price stability. However, since the appointment of Paul Volcker as
Federal Reserve Chairman in 1979, the Federal Reserve has retreated from
these obligations. From an outsider perspective, not only does the Fed-
eral Reserve need to recover a commitment to full employment, it needs
a transformation that makes it think of itself as an agent that helps real-
ize a shared prosperity vision of society. Not only is it entrusted with
monetary policy and regulatory responsibilities; it should have a duty
to shape the allocation of credit and the financial system in ways that
ensure growth, full employment and a fair shake for all.



12
The Political Economy of
Financialization

Financialization constitutes a particular ordering of economic arrange-
ments. That statement challenges the way economists usually talk about
the economy, because it challenges the view that the economy is a
natural order.

The perspective in this book is that the economy is made, not found. By
that is meant that economies are shaped by choices societies make about
laws, institutions, and economic policies. Such a perspective inevitably
takes the analysis into the realm of political economy. Fully understand-
ing financialization is no longer just a matter of formal macroeconomic
analysis, but also involves understanding the political and sociological
dynamics that explain those societal choices. As shown in Chapter 11,
this significance of political economy is clear with regard to the Federal
Reserve and its conduct of monetary and regulatory policy.

Figure 12.1 illustrates the political economy triangle, which shows how
the economy, ideas, and politics and economic policy interact to impact
each other. The economic structure determines economic outcomes,
including the distribution of economic power, wealth, and income. That
enables the economic winners to influence politics, economic policy,
and ideas. The control of politics and policy influences the structure
of the economy, and it also influences ideas by privileging some and

This chapter draws heavily on my paper “Macroeconomics after the bust: the
outlook for economics and economic policy,” which was presented at a confer-
ence sponsored by the Institute for Macroeconomics of the Hans Böckler Stiftung,
held in Berlin, Germany, 31 October–1 November, 2008. The paper was subse-
quently published in Hein, Van Treeck, and Truger (eds), Macroeconomic Policies
on Shaky Foundations: Whither Mainstream Economics? Metropolis–Verlag,
Marburg: Germany (2009), pp. 371–91.
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Figure 12.1 The political economy triangle

suppressing others. Ideas in turn infuse politics and economic policy,
and they influence the economy and economic outcomes by impacting
behaviors, laws, and choice of institutional arrangements. Financializa-
tion can only be fully understood by recognizing the significance of the
triangle.

12.1 Economic policy and financialization

Chapter 2 described the main economic developments in the era of finan-
cialization – including the increased relative size of the financial sector;
the increased reliance on debt finance; the shift in the distribution of
income toward profit and interest; and increased income inequality, with
the bulk of income gains accruing to upper-echelon households.

Analytically, the key feature of the era has been severing of the link
between real wage and productivity growth. This severing coincided with
the inauguration of a new growth model. In the pre-financialization era,
before 1980, wages drove demand growth. After 1980, however, demand
growth was driven increasingly by asset price inflation and borrowing.

The pre-financialization growth model can be described in terms of a
Keynesian virtuous circle, as shown in Figure 12.2. Wage growth drove
demand growth, which promoted full employment. That in turn encour-
aged investment, which drove productivity growth, which in turn drove
wage growth. The key features of the model were full employment and a
tight link between wage and productivity growth, both of which features
have been abandoned in the era of financialization.

Economic policy played a key role in overthrowing the Keynesian vir-
tuous circle growth model, and the new policy paradigm can be described
as a neoliberal box, which is illustrated in Figure 12.3. Workers are boxed
in on all sides by a policy matrix consisting of globalization, labor market
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Figure 12.2 The Keynesian era virtuous circle growth model
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Figure 12.3 The neoliberal policy box

flexibility, replacement of concern with full employment by concern
with inflation, and an attack on regulation and government provision
of economic services, public goods, and economic security.

Corporate globalization puts workers in international competition via
global production networks supported by free trade agreements and cap-
ital mobility. The labor market flexibility agenda attacks both unions and
labor market supports such as the minimum wage, unemployment ben-
efits, and employment protections. The abandonment of full employ-
ment creates employment insecurity and weakens worker bargaining
power. Finally, the “small” government agenda attacks the legitimacy
of government and pushes for deregulation regardless of dangers.

This model was also implemented on a global basis, in both North and
South, which multiplied its impact. That explains the significance of the
Washington Consensus in the 1980s and 1990s, which was enforced in
Latin America, Africa, and former Communist countries by the Inter-
national Monetary Fund and the World Bank, by making financial
assistance conditional on adopting neoliberal policies.
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Figure 12.5 The mechanics of financialization

The new model created a growing “demand gap” by gradually under-
mining the income and demand-generation process. The role of finance
was to fill that gap. Within the USA, financial deregulation, financial
innovation, and speculation enabled finance to fill the demand gap by
lending to consumers and spurring asset price inflation. US consumers
in turn filled the global demand gap.

Finally, the enduring strength of the neoliberal policy box derives from
corporations and financial markets that constitute the support of the
financialization regime. Continuing with the metaphor of a box, cor-
porations and financial markets constitute the sides that give political
and economic strength to the box, as illustrated in Figure 12.4. Absent
those side supports, a four-sided box would be prone to collapse. The box
metaphor therefore illustrates both how workers are pressured and how
economic regimes require the support of economic and political power.

Figure 12.5 shows the economic mechanics of financialization. The
basic logic is that financial markets have captured control of corpora-
tions, which now serve financial market interests along with the interests
of top management. That combination drives corporate behavior and
economic policy, producing an economic matrix that puts wages under
continuous pressure and raises income inequality. It also produces the
types of microeconomic behavior among corporate managers that was
described in Chapters 6 and 7. Financialization (or financial neoliberal-
ism) is distinguished from pure neoliberalism in two ways. First, there
is the reliance on financial markets to fill the demand gap created by
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neoliberal economic policies. Second, financial markets become the mas-
ters of corporations and thereby change corporate behavior so that it
resembles more closely that of financial markets.

12.2 Economic ideas and financialization

Economists have played a critical role in constructing and supporting the
financialization paradigm, which is where ideas enter the picture. Thus,
the six sides of the box have been supported by mainstream economic
theory which has provided justification for the policies and outcomes.

Corporate globalization has been justified by appeal to neoclassi-
cal trade theory based upon comparative advantage and by appeal to
neoclassical arguments for deregulating financial markets and allowing
uncontrolled international capital flows. The attack on government has
relied on Friedman’s (1962) arguments for a minimalist or “night watch-
man” state. Moreover, Chicago school economics recommends that even
market failures be ignored, because government intervention to fix them
can give rise to even more costly government failure.

The retreat from full employment has been driven by new classical
macroeconomics that substituted the notion of a natural rate of unem-
ployment and a vertical Phillips curve for the negatively sloped long-run
Phillips curve (Friedman, 1968). That switch replaced concern about
employment with concern about inflation. The theoretical justification is
that policy can have no permanent impact on employment, and the mar-
ket gravitates quickly by itself to full employment. Ergo, monetary policy
should concern itself only with inflation, which is something policy can
control. Moreover, it should aim for low inflation because inflation is
a “bad.”

The push for so-called “flexible” labor markets has been driven by the
neoclassical construction of labor markets based on marginal product
theory. That theory has fuelled an attack on unions, minimum wages,
and employment protections, all of which are characterized as labor mar-
ket “distortions.” This view of labor markets also fits with Friedman’s
(1968) macroeconomic natural rate of unemployment theory, which
argues that equilibrium unemployment is due to labor market frictions
and distortions.

Increased corporate power has been justified by the shareholder value
model of corporations, which claims that wealth and income is max-
imized if corporations maximize shareholder value without regard to
other interests. Simultaneously, financial market control of corporations
has been justified on the grounds that there exist principal–agent
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problems that cause managers not to maximize shareholder value, and
this is to be solved by financial markets. First, managers’ interests are
to be aligned with shareholder interests via bonus payments and stock
options. Second, financial markets provide a market for corporate control
that ensures corporations are disciplined by shareholders (Jensen and
Meckling, 1976).

Lastly, the expansion of financial markets has been promoted by appeal
to the theory of efficient markets (Fama, 1970); claims that speculation
is stabilizing (Friedman, 1953); and the need for a robust market for
corporate control that ensures corporations are disciplined by sharehold-
ers. Additionally, Arrow and Debreu’s (1954) contingent claims theory
has been used to justify exotic financial innovation in the name of risk
spreading, portfolio diversification, and filling in missing markets. Lastly,
Tobin and Brainard’s (1968, 1977) q-theory has been used to justify the
claim that stock markets do a relatively good job directing investment
and the accumulation of real capital.

12.3 The financial crisis of 2008 and the
continuing importance of ideas

Economists’ ideas have played a critical role in shaping and justifying the
financialization regime, and their ideas remain critical in the wake of the
financial crisis of 2008. That is because how the crisis is interpreted and
explained will influence importantly how politics and economic policy
evolve.

Broadly speaking, there exist three different perspectives (Palley, 2012,
chapter 3):

Perspective # 1 is the hard-core neoliberal position, which can be
labeled the “government failure hypothesis”. In the USA it is
identified with the Republican Party and the Chicago School of
Economics.

Perspective # 2 is the softcore neoliberal position, which can be
labeled the “market failure hypothesis”. It is identified with
the Obama administration, half of the Democratic Party, and
the MIT economics departments. In Europe it is identified with
Third Way politics.

Perspective # 3 is the progressive position which can be labeled
the “destruction of shared prosperity hypothesis”. It is identi-
fied with the other half of the Democratic Party and the labor
movement, but it has no standing within major economics
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departments, owing to their suppression of alternatives to
orthodox theory.

The government failure hypothesis holds that the crisis was rooted in
the US housing bubble and bust, which was due to failure of monetary
policy and government intervention in the housing market. With regard
to monetary policy, the Federal Reserve pushed interest rates too low
for too long in the prior recession. With regard to the housing market,
government intervention drove up house prices by encouraging home-
ownership beyond people’s means. The hard-core perspective therefore
characterizes the crisis as essentially a US phenomenon.

The market failure hypothesis holds that the crisis was due to inade-
quate financial regulation. First, regulators allowed excessive risk taking
by banks. Second, regulators allowed perverse incentive pay structures
within banks that encouraged management to engage in “loan pushing”
rather than “good lending.” Third, regulators pushed both deregula-
tion and self-regulation too far. Together, these failures contributed to
financial misallocation, including misallocation of foreign saving pro-
vided through the trade deficit. The softcore perspective is therefore more
global, but it views the crisis as essentially a financial phenomenon.

The progressive “destruction of shared prosperity” argument holds
that the crisis was rooted in the neoliberal economic paradigm, described
above, that has guided economic policy for the past 30 years. That
paradigm infected finance via inadequate regulation and via faulty incen-
tive pay arrangements, but financial market regulatory failure was just
one element. Wage stagnation and growing income created a grow-
ing demand gap that was plugged by finance, but plugging the gap
was always destined to become problematic because there are limits to
sustainable asset price inflation and debt burdens.

These three different perspectives make clear what is at stake, as each
recommends its own different policy response. For government failure
proponents, the recommended policy response is to double-down on
the policies of financial neoliberalism by further deregulating financial
and labor markets; deepening central bank independence and the com-
mitment to low inflation; and further limiting government via fiscal
austerity.

For market failure proponents the recommended policy response is to
tighten financial regulation but continue with all other aspects of the
existing neoliberal policy paradigm. That means continued support for
corporate globalization, so-called “labor market flexibility,” low inflation
targeting, and fiscal austerity.
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Figure 12.6 The structural Keynesian policy box

For proponents of the destruction of shared prosperity hypothesis the
policy response is fundamentally different. The challenge is to replace the
neoliberal paradigm with a “structural Keynesian” paradigm that repacks
the policy box and restores the link between wage and productivity
growth.

This structural Keynesian paradigm is illustrated in Figure 12.6. The
goal is to take workers out of the box and put corporations and finan-
cial markets in, so that they are made to serve the broader public
interest. That requires replacing corporate globalization with managed
globalization; restoring commitment to full employment; replacing the
neoliberal anti-government agenda with a social democratic govern-
ment agenda; and replacing the neoliberal labor market flexibility with
a solidarity-based labor market agenda.

Managed globalization means a world with labor standards, coordi-
nated exchange rates, and managed capital flows. A social democratic
agenda means government ensuring adequate provision of social safety
nets, fundamental needs such as healthcare and education, and secure
retirement incomes. A solidarity-based labor market means balanced bar-
gaining power between workers and corporations, which involves union
representation, adequate minimum wages and unemployment insur-
ance, and appropriate employee rights and protections. Lastly, since the
neoliberal model was adopted globally, there is a need to recalibrate the
global economy. This is where the issue of “global rebalancing” enters,
and emerging market economies need to shift away from export-led
growth strategies to domestic demand-led strategies.

The critical insight is that each perspective carries its own policy pre-
scriptions. Consequently, the explanation which prevails will strongly
impact the course of economic policy. That places economic ideas at
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the center of the political contest, as it influences which explanation
prevails.

12.4 Obstacles to change

The economic crisis that began in late 2007 has severely dented the eco-
nomic regime of financialization. The depth of the crisis has already
produced a policy turn to “emergency” Keynesianism, but there are pro-
found political, intellectual and sociological obstacles to deeper change
in macroeconomics and economic policy.

12.4.1 Politics and the split among social democrats

A first obstacle concerns politics and the fact that social democratic polit-
ical parties are split regarding the neoliberal economic paradigm. This
political split holds for the Democratic Party in the USA, the Labour
Party in the UK, and the Social Democratic Party in Germany.

Figure 12.7 illustrates the split. At the most fundamental level there
is a divide between those who see the neoliberal economic paradigm
as sound and those who see it as fundamentally flawed; both neolib-
erals and Third Way social democrats see neoliberalism as sound, while
labor social democrats see it as fundamentally flawed. The political prob-
lem is that this splits social democrats, making it harder to dislodge the
paradigm.

Neoliberals continue to promote the paradigm, and their response to
the crisis has been to try and shift blame onto government, arguing that
the crisis is another example of government failure. For instance, conser-
vatives (see for example Schiff, 2008) in the USA are falsely blaming the

Neoliberalism

Framework sound

Neoliberals 3rd way social
democrats

Framework wrong

Labor social
democrats

Figure 12.7 The political dilemma posed by neoliberalism
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government sponsored mortgage giants Fannie Mae and Freddie Mac for
causing the crisis. The 1977 Community Reinvestment Act, which aims
to promote home ownership among disadvantaged communities, has
also been falsely blamed.1

Third Way social democrats also remain committed to the neolib-
eral model. The key difference from neoliberals is that Third Way social
democrats support stronger financial regulatory reform, and they also see
a need for “helping hand” programs to help those injured by the market’s
invisible hand. In the USA, the Third Way “New Democrat” explanation
of the Bush administration’s economic failure is that it abandoned bud-
get discipline and pursued inegalitarian tax and social policy. That is a
critique of policy rather than a critique of paradigm.

This Third Way acceptance of the neoliberal economic paradigm
creates a division with labor social democrats who want to replace
neoliberalism. That division in turn creates a major political conun-
drum: on one hand, if labor social democrats split from Third Way social
democrats they risk a full-blown neoliberal triumph; on the other hand,
if they stick in fractious union with Third Way social democrats, the
risk is a gradual entrenchment of neoliberalism. The only satisfactory
solution is the creation of a new structural Keynesian consensus, and
that calls for placing economic theory and vision at the center of the
political stage.

12.4.2 Intellectual opinion

The importance of economics points to a second obstacle to change,
which is that neoliberal economics remains intellectually dominant in
academic and public policy discourse. Though events have created an
opportunity to end the Age of Milton Friedman and replace neoliber-
alism, events are running ahead of the “climate of opinion,” which
remains dominated by neoliberalism. The political environment may
have become more favorable to change, but a generation of one-sided
economic education impedes change. That educational bias affects
policymakers, economic advisers, think-tanks, and the media.

Among economists, the dominant analytical framework is the neoclas-
sical dynamic general equilibrium real business cycle model, adjusted
to include price rigidities by so-called “New Keynesians.” The assump-
tions of this model – competitive market clearing, the loanable funds
theory of interest rates, and the neoclassical theory of labor markets –
lace both professional and public discourse. These assumptions gen-
erate the conventional neoliberal prescriptions regarding labor market
flexibility, balanced budgets, desirability of unimpeded international
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financial flows and free trade, monetary policy guided by the natu-
ral rate of unemployment, and supply-side economics that emphasizes
tax cuts.

The implication is that as long as economic thinking remains domi-
nated by the neoclassical dynamic general equilibrium real business cycle
framework, mainstream economics will constitute a major obstacle to
change.

12.4.3 The sociology of economics

The importance of intellectual understandings – what Milton Friedman
(2002, p.vii) termed “the climate of opinion” – in turn spotlights a third
obstruction to change, which is the sociology of the economics profes-
sion. This sociology operates to exclude and ignore alternative points of
view. That practice is justified by appeal to a science myth that claims that
neoclassical economics is scientifically proven truth while other points
of view are scientifically wrong.

The neoclassical science myth plays a critical function, which explains
the repeated claims that neoclassical economics is science. This function
is to support the sociological practice that has mainstream economists
labeling dissidents as wrong. That in turn justifies cleansing dissi-
dents from economics departments and ignoring dissidents in heterodox
departments. This in turn strips dissidents of intellectual standing,
thereby diminishing their capacity to challenge the neoliberal paradigm.

The deeper sociological problem is that academic economics is a club
in which existing members elect new members. Today, club members
elect only those who subscribe to the current dominant paradigm, with
this behavior being justified by appeal to the science myth. That poses an
intractable sociological obstruction to changing economics and opening
it to alternative points of view (Palley, 1997c).

12.4.4 Cuckoo economics

Lastly, there is the obstacle of “cuckoo” economics. The cuckoo bird
takes over the nests of other birds by surreptitiously laying its eggs in
their nests and having others raise them. In many regards, neoliberal
economics does the same to Keynesian economics. This serves to create
confusion, blur distinctions, and promote the claim that Keynesian ideas
are already incorporated and have nothing to contribute.

The practice of cuckoo economics is evident in the tendency of
mainstream economists to recommend Keynesian policies in times of
economic crisis. Thus, in crises many economists support expansion-
ary discretionary fiscal policy and robust interest rate reductions even
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though their theoretical models are hard-pressed to justify such actions.
However once the economy stabilizes, that Keynesian policy advice is
suspended.

New Keynesian economics is the ultimate example of cuckoo eco-
nomics. It is impossible to read Keynes’ (1936) General Theory and believe
his theory of unemployment rested on the combination of imperfect
competition and price adjustment “menu” costs. However, that is the
claim of New Keynesians, and their adoption of the Keynesian label
serves to confuse debate and dismiss authentic Keynesian claims about
the exclusion of Keynesianism (for instance see De Long, 2007). The
reality is that new Keynesian economics is a form of real business cycle
theory. It should really be called “new Pigovian economics,” as it is firmly
rooted in the market imperfections tradition of Pigou rather than Keynes.

The latest example of cuckoo economics is “hip” orthodoxy and behav-
ioral economics (Haynes, 2007). Thus, some mainstream economists are
now embracing ideas from social psychology that critics of the main-
stream have long talked about. These ideas include concerns with relative
standing (Veblen, 1899; Duesenberry, 1949), fairness, and less than per-
fect rationality. The trick behind the new behavioral paradigm is that it
draws on arguments made by critics of the mainstream, but it takes only
those ideas that leave unchanged the core analytical assumptions that
drive modern neoclassical macroeconomics. This capacity to selectively
incorporate reflects an amoeba-like property of neoliberal economics
whereby it has an astounding capacity to reinvent itself without real
change.

12.5 Conclusion: ideas, political power, and
economic policy

Reflection on the economic policies that characterize financial neoliber-
alism shows that ideas really do matter, as evidenced by the fact that the
fingerprints of economists are all over the neoliberal policy box. But it
is not just ideas that matter. It is the combination of ideas and power.
Ideas have bolstered the power of financial elites and elites have then
used their power to win the war of ideas.

Viewed from the perspective of possibility for change, that means there
is a double challenge. Change requires winning both the political fight
and the war of ideas. It is no good winning one without the other. It is no
good winning the political battle without winning the war of ideas. In the
USA, that is the lesson of the 1990s and the Clinton Administration, and
it is also a lesson from the first three years of the Obama Administration.
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Likewise, it is no good winning the war of ideas absent the political power
to implement them.

Just over 30 years ago, in the mid-1970s, wages started to stagnate,
income inequality started to increase rapidly, and the policies and
thinking associated with financialization came to dominate the politi-
cal mainstream. A big reason for that is Keynesians, New Dealers, and
labor unions lost the war of ideas. The financial crash of 2008 and the
economic crisis that has ensued provide an opportunity to challenge and
reverse that domination. Taking advantage of this opportunity requires
documenting the poor economic performance that has characterized the
financialization regime; identifying the flaws in the economic theory
that has justified financialization; and developing a coherent alternative
theory and set of policies. That is what this book has been about.



Notes

Chapter 2: Financialization: What It Is and Why
It Matters

1. Stockhammer (2007) has documented that growth in the EU has also been
tepid over the past twenty-five years during the era of financialization.

2. One caveat to this argument is from second-best theory. If markets are incom-
plete, expanding the number of markets can theoretically worsen outcomes
by increasing the returns to distorted trades, thereby amplifying their volume.
However, this is a theoretical possibility and there is no a priori reason to believe
that this will actually happen.

3. Government debt refers to the total issued debt of federal, state, and local
government.

4. The idea of describing policy with the metaphor of a box is attributable to Ron
Blackwell of the AFL-CIO.

5. Conventional economic theory charges that higher European unemploy-
ment rates are the result of rigid labor markets. Structural Keynesian analysis
maintains that the principle cause of higher European unemployment is
macroeconomic policy failure (Palley, 1998, 2005b).

6. The workings of a system based on ABRR and its advantages are described by
Palley (2000, 2003a, 2004a).

Chapter 3: The Macroeconomics of
Financialization: A Stages of Development
Approach

1. For purposes of simplicity, the model does not analyze the division of wealth
between workers and managers. The coefficients α3 and α4 can be thought of as
weighted average coefficients of worker and manager propensities to consume
out of dividends and wealth, with the weights being equal to the respective
ownership shares of workers and managers.

2. If v = 1 then firms pay out all of their profits after financing investment. If
v < 1 they retain some part of profits, which implies they accumulate cash
balances or other financial assets.

3. From a Cambridge capital critique perspective, specifying growth as a
function of the investment share of output makes more sense. That is
because the Cambridge capital critique denies the existence of aggregate
capital.

4. The term iD−1 can be thought of as the real value of debt interest payments
because the model abstracts from issues concerning inflation.
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Chapter 4: The Simple Analytics of Debt-driven
Business Cycles

1. Tobin (1980) recognizes the significance of Fisher’s (1933) distinction between
the propensity to spend of debtors and creditors. However, his focus is static
macroeconomics and the impact of price level reduction on AD, whereas the
current focus is on business cycle dynamics.

2. Specification of the debt service burden in real terms implies abstraction from
any effects of inflation. Such an abstraction is theoretically accurate if all debt is
floating rate and the real interest rate is constant. In this case, changes in infla-
tion produce one-for-one increases in the nominal interest rate and there is no
redistribution between debtors and creditors. If either of these assumptions is
violated, inflation would have real effects operating through either or both the
existing stock of debt and the flow of new borrowing. If debt is non-floating
rate, then increases in inflation benefit debtors, while decreases benefit cred-
itors. If the nominal interest rate adjusts by less than the inflation rate, then
increases in inflation benefit borrowers while decreases benefit creditors.

3. The Routh–Hurwicz necessary and sufficient conditions for stability are 1 +
A1− A2 > 0, 1 – A2 > 0, and 1 – A1− A2 > 0.

4. One problem with firm debt models of the business cycle is that they fre-
quently include non-linear mechanisms that make it difficult to distinguish
whether it is debt or non-linearity that is responsible for the cycle. For instance,
Gallegati and Gardini (1991) include a non-linear profit function that has
profits initially rising with output and then falling. Since profits affect invest-
ment and AD, the non-linearity of the profit function generates a non-linear
investment function which drives the cycle. Skott (1994) presents another
non-linear investment model of a business debt-driven business cycle that
emphasizes financial fragility defined as a debt service ratio. Financial fragility
constrains additional borrowing to finance investment for Stiglitz and Weiss
(1981) credit-rationing reasons and a business cycle emerges because of the
non-linear investment function.

5. Debt service is assumed to be paid one period in arrears, and hence the terms
rDt−1.

6. The Kiyotaki and Moore (1997) and Bernanke et al., (1996, 1999a) are also full
employment models, which is another significant difference. In their mod-
els, debt constrains firms’ ability to accumulate capital, thereby constraining
aggregate supply (AS). The economy operates at full employment, but full
employment output fluctuates because of balance sheet congestion effects that
cause cyclical fluctuations in investment, which in turn cause cyclical fluctua-
tions in potential output. Empirically, it is implausible that actual fluctuations
in investment are sufficiently large to cause fluctuations in the capital stock
that can account for fluctuations in output. In reality, output fluctuates but the
capital stock barely moves. That suggests it is not capital stock effects operating
on AS that drive the business cycle.

7. “Hedge” financing has cash flows covering interest and principal payments.
“Speculative” financing has cash flows covering interest costs. “Ponzi” financ-
ing has cash flows inadequate to cover even interest costs, and investors
anticipate making profits via capital gains.
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8. Minsky’s thinking has a temporal dimension to it not captured in Equation
(7’). This temporal dimension has the coefficient a4 change over time. This
can be captured by making a4 a function of income so that a4 = f(yt) where f’
> 0. However, that renders the model non-linear.

9. Jarsulic (1989) presents an investment-driven business cycle model with
endogenous money. His model focuses on the implications of endogenous
money for interest rates. It makes no distinction between bank-financed and
bond-financed lending, nor does it make a distinction between the propensities
to spend of debtors and creditors.

Chapter 5: Deflation and Inflation Dynamics
with Debt

1. Inside debt contrasts with outside debt, which is debt issued by government.
2. Tobin’s model assumes a constant nominal money supply and zero productiv-

ity growth which generates a zero-inflation steady-state equilibrium. However,
the model embeds a natural rate of unemployment and is therefore consis-
tent with any equilibrium rate of inflation determined by the steady-state rate
of nominal money supply growth, which the monetary authority is free to
set. If the steady-state inflation rate is positive, the steady-state real interest
rate is slightly higher to maintain demand (E) equal to potential output (y∗).
This is because a positive steady-state inflation rate generates a positive Tobin–
Mundell effect that reduces the demand for money and increases demand for
real output.

3. Note that even though the nominal money supply is fixed, inflation can con-
tinue to accelerate because the decrease in real money demand exceeds the
decrease in real money supply resulting from higher prices. That creates the
monetary space for further inflation and a higher price level.

4. Inside debt effects can be modeled in a number of ways. The current specifi-
cation is the simplest and is in terms of real debt, D/p. A second possibility
is in terms of debt service burdens, v = i(p,..)D/p. If existing debt is fixed
rate, this is equivalent to the simple specification. However, if existing debt
is floating rate, a lower price level can lower the nominal interest rate. In
this event, the Fisher debt effect requires δv/δp < 0. A third possibility is in
terms of the debt service–income ratio, i(p,..)D/py. Assuming the Fisher debt
effect holds, then inflation and deflation can be even more prone to instability.
This is because excess/deficient demand leads to inflation/deflation and out-
put expansion/contraction, and output adjustment aggravates the Fisher debt
effect by increasing/lowering the denominator and lowering/increasing v.

5. If debt is floating rate, then higher nominal interest rates that move with
inflation can negate the Fisher debt effect.

Chapter 6: Herd Behavior: Safety in Numbers

1. It is not necessary for managerial contracts to explicitly contain a relative
performance clause. All that is needed is for managers to believe that their
promotions and lifetime earnings depend on relative performance.
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2. The model has been set up in terms of investment options having a zero payout
in one state, and a non-zero payout in the other. This payout structure greatly
simplifies the algebra, and helps reveal the economic foundation of the model.
However, it is possible to introduce investment possibilities that have non-zero
payouts in both states, and also have different rates of return.

3. The importance of the parameter b for herd behavior is evident from con-
sideration of the relative size of the cross-effect of a change in beliefs to the
own-effect. Thus, [dY1/dp]/[dX1/dp] = b/[a + b]. This ratio is increasing in b
so that increases in b elicit larger herd responses.

Chapter 7: Short-termism: The Problem of
Managerial Turnover

1. Bebchuk and Stole (1993) show that asymmetric information in financial mar-
kets can also lead to over-investment in long-term projects. This can occur if
managers’ rewards are based on stock prices, and the stock market observes
the level of long-term investment and values it. In this case, managers may
over-invest to send a “false” positive signal to the market.

Chapter 8: A Theory of Minsky Super-cycles and
Financial Crises

1. The theoretical view developed in this chapter complements Wray’s (2008) case
study analysis of the current financial crisis, the seeds of which he traces back
to the early 1970s and before.

2. For Minsky, these agents were business, as he gave little attention to household
borrowing.

3. Models should be judged on a thought organizing and thought illumination
criterion. The trouble is that they are increasingly judged on whether they are
a “mirror of reality”. Not only is the creation of such a mirror an impossi-
ble task, making it the criterion for modeling results in dismissing “thought
organizing” modeling while simultaneously encouraging misguided “mirror of
reality” modeling. This tendency has likely worked to keep Minsky’s ideas out
of mainstream economics.

4. This mechanism has similarities with the noise trader mechanism described by
De Long et al. (1990).

5. An alternative resolution is that of jumping to the stable saddle path solution.
That trick is implausible in terms of what people in the real world understand
about the economy, and it also does nothing to address the fundamental issue,
which is about the character of the economic process.

6. The return of laissez faire thinking was also likely encouraged by the Cold War,
which placed the ideology of free markets in conflict with the ideology of
central planning. As part of winning the debate over economic ideology, the
capacity of markets was overstated and their limitations understated.

7. Davidson’s (1991) distinction between ergodic and non-ergodic processes pro-
vides a similar justification for the dominance of discretion over rules-based
policy making.
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Chapter 9: Inside Debt and Economic Growth

1. The growth effect of government (outside) debt is a separate question that
requires a treatment of its own.

2. The cyclical behavior of the markup is an empirical issue of contention since
the markup determines the profit share. The assumption in Equation (11) is
that the markup is pro-cyclical, with firms raising markups in response to more
robust demand conditions. However, it could also be counter-cyclical if workers
are able to bargain a larger share of output as capacity utilization rises. Rotem-
berg and Saloner (1986) argue the markup is counter-cyclical for game-theoretic
competitive reasons as firms try to increase market share in booms.

3. Debtor consumption, CD, must also grow at the rate of output growth in
steady state to ensure constant consumption shares. This condition is satisfied
if debtor borrowing grows at the rate of output growth.

4. The distinction between wage-led and profit-led economies is attributable to
Taylor (1983) who focused on the impact of income distribution on the level of
economic activity. Bhaduri and Marglin (1990) focus on the impact of income
distribution on growth and use the terminology “stagnationist” instead of
wage-led, and “exhilarationist” instead of profit-led.

5. This pattern follows from the Keynesian stability assumption that
σu−zdgu <gu. Points to the right of the IS represents high rates of economic
activity that generate excess supply because aggregate saving is more positively
responsive to capacity utilization than investment.

6. Note, the IS rotates clockwise as the economy transitions from a wage-led to
a profit-led structure, with its slope changing from negative to positive. The
economic logic is the goods market becomes more positively sensitive to an
increase in the profit share, requiring a smaller increase in capacity utilization
to maintain goods market equilibrium.

7. Palley (1994) has a condition D/ϕY = k. Since the interest rate is constant that
specification is equivalent to embedding the interest rate in the constant, k.

8. If i < g it is possible the numerator becomes negative and the Keynesian stabil-
ity condition is violated. The economic logic is increased capacity utilization
raises the debt ceiling, increasing borrowing and further increasing capacity
utilization because the growth rate exceeds the interest burden on borrowing.

Chapter 10: A Monetary Policy Framework for
Asset Price Bubbles

This chapter was first published under the same title in M.H. Wolfson and
G. Epstein (eds) (2013), The Handbook of the Political Economy of Financial
Crises, Oxford University Press, 624–643.

1. Former Federal Reserve Chairman Greenspan opposed formal inflation target-
ing and targeting asset bubbles (Pearlstein, 2002; Greenspan, 2002a, 2002b).
Current Chairman Ben Bernanke favored formal inflation targets but was
against targeting asset bubbles (Bernanke, 2002; Bernanke and Mishkin, 1997;
Bernanke et al., 1999).

2. Former Federal Reserve Governor Mishkin (2008) has made the additional
argument that there is no need to target bubbles because their adverse effects
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can be nipped in the bud (that is, cleaned up) if conventional interest rate
policy is quick to respond when they burst. That is an empirical argument,
and there are strong grounds to doubt its validity. The Federal Reserve was
quick to lower interest rates in response to the bursting of the US house price
bubble, to the extent of earning the ire of one well known economist (Buiter,
2008a), yet the economy has still tumbled into what has proved the worst
economic crisis since the Great Depression.

3. The output target can be interpreted as the full employment level of output or
the level of output consistent with the monetary authority’s inflation target.

4. It is worth distinguishing between debt-financed asset bubbles and other asset
bubbles. The former are associated with real estate bubbles and are particularly
damaging because of the debt footprint they leave behind. The latter are more
associated with stock market bubbles and appear to be less damaging and
easier to escape. However, they also have real costs associated with distortion
of investment decisions and the composition of output.

5. For simplicity, the current model does not distinguish between residential
and non-residential investment. Such sector distinctions can be introduced
by adding separate investment functions, in which case higher asset (house)
prices could spur residential investment spending. Additionally, residential
investment spending would then be negatively impacted by debt footprint
effects.

6. The exchange rate negatively impacts investment by increasing import
competition, which reduces profitability (see Blecker, 2004). In a more com-
plicated model the level of debt could be decomposed into household and
firm debt. The former would impact consumption while the latter would
impact investment spending.

7. If debt is decomposed into household and corporate debt, this would require
introducing separate loan demands for household and corporate debt, as well
as introducing separate loan interest rate equations.

8. The need for uniform regulation of the financial system based on function and
not form is emphasized by D’Arista and Schlesinger (1993). They presciently
foresaw that the development of an unregulated parallel banking would lead
to the type of credit excesses witnessed in the US house price bubble and
mortgage crisis.

9. As with ABRR, counter-cyclical capital standards also rely on policy discretion
and the need to be able to identify bubbles. If these issues are obstacles to
ABRR, then they are equally obstacles to counter-cyclical capital standards.

10. Purchasing additional bonds would tend to drive up bond prices, which
would mitigate the automatic stabilizer effect, but the net effect would still
be stabilizing.

Chapter 11: Monetary Policy and Central
Banking after the Crisis: The Implications of
Rethinking Macroeconomic Theory

This chapter was first published as “Monetary policy and central banking
after the crisis: the implications of rethinking macroeconomic theory,” in
Gerald Epstein and Martin Wolfson (eds), The Handbook on Political Economy
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of Financial Crises, Oxford: Oxford University Press, 2013, pp. 624–643. By
permission of Oxford University Press, USA ©.

1. Having the Federal Reserve become the banking system regulator actually
expands its powers, though balanced against this the Federal Reserve has
surrendered its consumer protection role to the new Consumer Financial
Protection Bureau established by the Dodd–Frank Act (2010).

2. The Greenspan put was the belief that under Chairman Greenspan the Fed-
eral Reserve would sharply lower interest rates to prevent large stock market
declines.

3. The International Monetary Fund (2011) commissioned a similar report on its
failure to foresee the crisis which was prepared by its Independent Evaluation
Office.

4. Many of the arguments presented in this sub-section were developed earlier in
Palley (2006).

5. The Federal Reserve has recently started paying interest on reserves of banks. A
system of ABRR would require ending that, as paying interest on reserves under-
mines ABRR by removing the penalty that ABRR seeks to impose on particular
asset classes.

Chapter 12: The Political Economy of
Financialization

1. See Ritholtz (2008a, b) for a rejection of the claim that the housing crisis was
caused by the Community Reinvestment Act and the government sponsored
mortgage lenders, Fannie Mae and Freddie Mac.
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